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Combinatorial optimization problems (COPs) occur in a 
variety of fields including logistics, resource allocation, 
communication network design, finance, drug discovery 

and transportation systems1,2. Digital computers based on a von 
Neumann architecture often struggle to solve COPs in a timely and 
efficient manner due to the need for exponential computational 
power3–5. Several COPs can be solved using a formulation known as 
the quadratic unconstrained binary optimization (QUBO) problem. 
The QUBO formulation covers problems ranging from max-cut to 
graph colouring and has parallels in machine learning and neuro-
morphic computing6,7. One way software algorithms solve a QUBO 
problem is by modelling it as the Ising spin glass model and updat-
ing the spin states in an iterative and probabilistic manner until a 
satisfactory ground state is found. The Ising model describes the 
behavior of ferromagnets and works on minimizing the energy level 
of coupled spins through a Hamiltonian cost function8,9. Within the 
Ising model, si represents the spin value of node i with si ∈ {+1, −1} 
and Jij represents the coupling between spins si and sj. Visualization 
of the Ising model is frequently represented by a mathematical graph 
structure with spins represented by nodes and coupling represented 
by edges (Fig. 1a)10–13. The solution of a QUBO problem is the combi-
nation of spins that minimizes the Ising Hamiltonian cost function:

H(s) =
∑

<i j>
Jijsisj.

Although directly solving an Ising model can be inefficient with 
a digital computer, a physical representation of the Ising model can 
overcome these inefficiencies by simply letting a network of coupled 
oscillator circuits resolve to a low Hamiltonian state (Fig. 1a–e). The 
optimization problem, which can be defined by vertices (that is, 
spins) and edge weights (that is, coupling) of a graph, is converted 
to a locally connected architecture that is compatible with the Ising 
hardware. Once the weights of the Ising hardware are programmed, 
the oscillator network naturally resolves to the ground state with the 
oscillator phases representing the spin states. Simple error-correction 
and post-processing algorithms may be used to convert the phase 
information to the final solution of the original COP.

Alternative approaches that aim to solve COPs more efficiently 
include application-specific integrated circuit (ASIC) chips that 
directly implement the software algorithm in digital complemen-
tary metal–oxide–semiconductor (CMOS) hardware, as well as 
more unconventional devices that facilitate the coupling opera-
tion14,15. However, ASICs suffer from the delay and power limita-
tions of digital CMOS when solving exponentially large problems. 
Other more unconventional approaches, including quantum, 
spintronic and photonic methods, allow for the direct representa-
tion of the Ising model but depend on unproven technologies that 
are not mass manufacturable today. Quantum computers require 
near-absolute-zero temperature conditions requiring kilowatts of 
power per chip16. Spintronic devices have only been demonstrated 
at a smaller scale (less than ten devices) on a breadboard17. Optical 
Ising machines require kilometre-long optical fibre and multiple 
high-performance field-programmable gate array (FPGA) chips, 
limiting density and power efficiency18.

In this Article, we report an Ising chip based on a graph ring 
oscillator (ROSC) array with transmission-gate couplings. The 
approach allows conventional CMOS technology to be used and 
overcomes the typical von Neumann issues associated with digital 
ASICs. Our design shows resilience to process, voltage and tem-
perature variations, and it can achieve an accuracy of up to 95% 
for random COPs. We also report realistic effects occurring in an 
integrated system that have previously not been captured within 
conventional simulation models.

ROSC Ising machine design
Figure 2a shows the circuit implementation of two ROSCs coupled 
via programmable transmission gates, or parallelly connected n-type 
and p-type transistors. Each transmission gate can be individually 
turned on or off to enable five coupling configurations. Local static 
random access memory (SRAM) cells store the coupling-weight 
information. The gate width and length of the coupling transistors 
are determined to provide adequate resistive values. Eight transmis-
sion gates of the same size are used to create programmable weights 
from −2 to +2. Coupling the ROSCs on the same nodes allows for 
a positive coupling. Taking advantage of the 180° phase difference 
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between the adjacent nodes, a cross-coupled configuration can be 
used to generate a negative coupling weight.

A 41 × 48 network of ROSCs was formed into a single Ising model 
utilizing a King’s graph architecture where each oscillator is cou-
pled to two vertical, two horizontal and four diagonal neighbours 
(Fig. 1c), recreating the movements of the king chess piece. The 
full-chip layout of the 2.1 mm2 chip is shown in Fig. 2b. The chip 
was fabricated in a standard 65 nm low-power CMOS technology. 
To facilitate the array design, a unit tile was created and replicated 
with each tile forming a single unit of the 41 × 48 array. The tile con-
sisted of a single ROSC, four coupling blocks (eight transmission 
gates per block), 20 SRAM cells, a phase sampler and storage circuit 
and a sub-harmonic injection locking (SHIL) circuit (Fig. 2b, right). 
When placed as a rectangular mosaic, the adjacent unit tiles create 
the eight couplings needed for the King’s graph architecture. The 
majority of the unit-tile area is consumed by the coupling transmis-
sion gates and SRAM cells, with the ROSC circuit occupying an area 
less than 5%.

The ROSC block of the unit tile consists of a nine-stage ROSC 
(Fig. 3a) with a nominal frequency of 1.0 GHz (measured) at 1.2 V 
and room temperature. The global enable signal can simultane-
ously turn on or off all the ROSCs. The local enable signal allows for  

individual ROSCs to be turned on and off. Four sets of transmission 
gates make up the coupling block (Fig. 3b). The coupling block in 
each unit tile connects the ROSC with the four nearest-neighbour 
ROSCs. The same set of ROSC nodes (namely, A<0> and A<1>) 
are used for all the couplings within the coupling block, regard-
less of the directionality of the couplings. This is done to simplify 
the design and minimize the size of the ROSC. Transmission gates 
are controlled as pairs to provide a symmetric coupling. The local 
enable signal of each pair of transmission gates controls the cou-
pling weight. A global enable signal is available to turn on or off all 
the gates at once. The coupling circuit contains an analogue volt-
age knob (omitted in the figure for simplicity) to manipulate the 
coupling strength relative to the core circuit voltage, which can be 
used to implement different annealing schedules. A SHIL block 
is employed to force the analogue phases of the coupled ROSC 
array into binary phases. The SHIL block works by perturbing the 
ROSCs at twice the base ROSC frequency19. A voltage-controlled 
oscillator is used to create the SHIL clock. The frequency of the 
voltage-controlled oscillator is controlled using an off-chip voltage 
supply. The ROSC is perturbed utilizing a set of pull-down n-type 
metal–oxide–semiconductor transistors. The duty cycle of the SHIL 
clock and the pull-down strength can be independently controlled 
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to vary the SHIL perturbation strength. The SRAM was used in lieu 
of flip-flops to reduce the area of the design. Out of the 20 SRAM 
cells, 16 are used to control the coupling weights, three are used to 
control the SHIL signal and one is used to enable the ROSC.

A four-stage delayed sampling circuit is used to capture the spin 
information of each ROSC. The master and slave stages of the sam-
pling flip-flops are clocked using separate signal clocks, namely, 
CLKA and CLKB (Fig. 3e). CLKA controls the master stage and 
samples the delayed ROSC signal. CLKB controls the slave stage and 
stores the sampled data. Pseudo-analogue phase measurements of 
the ROSC are taken by sampling the ROSC output delayed by 0-, 2-, 
4- and 6-inverter-stage delays. The flip-flops act as both sampling 
and serial readout circuits. The scan chain is connected to adjacent 
unit tiles for serial readout. All the 1,968 ROSC signals are simulta-
neously sampled by the same sampling clock edge.

Phase measurements and post-processing methodology
A portion of the ROSC period is captured by the phase-sampling 
circuit and the analogue phase information is decoded (Fig. 4a). 
The raw phase maps (Fig. 4b) reveal the non-idealities (namely, 
noise, process variation and nonlinearity) of a large-scale coupled 
oscillator array implemented in an integrated circuit chip. The three 
measured phase maps correspond to uniform, chequerboard and 
random problems, respectively. The uniform problem sets all the 
available couplings to a uniform positive weight (+2), creating a 
uniform final spin pattern. The chequerboard problem utilizes only 

horizontal and vertical negative couplings (−2) to create a chequer-
board spin pattern. The random problem was generated using all 
the available couplings weights (−2, −1, 0, +1 and +2). An equal 
probability (that is, 20%) was given to each of the five coupling 
weights during the random weight selection.

The phase drift is the most noticeable in the uniform and che-
querboard problems. The uniform graph slowly transitions from a 
positive to negative phase on the horizontal axis of the phase map. 
Although the absolute phase between the nodes differs between the 
right and left sides of the array, the nearest-neighbour couplings 
maintain the same or almost the same phase. The chequerboard 
problem has a spiralling pattern in which the absolute phase of the 
design slowly drifts, whereas the nearest-neighbour phases main-
tain the expected 180° phase differences fairly consistently through-
out the map. The random problem experiences the same phase drift, 
but simply lacks a perceptible pattern.

As the relative phase difference between the adjacent nodes is 
nearly always correct, a lightweight post-processing algorithm  
(Fig. 4c) is used to eliminate the global phase drift and extract the 
correct phase information. The post-processing algorithm works by 
condensing multiple samples into a single solution as follows. First, 
multiple chip samples are taken and recorded for a given problem. 
The average phase difference for each coupling is then found and 
ranked based on a confidence interval. A coupling is ranked with 
more confidence based on how close the average phase difference 
is to either 0° or 180°. By ranking the couplings in this way, spin 
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couplings that contain noise and other imperfections are ignored, 
leading to a more accurate final solution. Once all the spins have 
been determined, the algorithm ends, potentially ignoring any cou-
plings that could have been detrimental to the overall solution. The 
lightweight post-processing solution creates highly accurate final 
solutions (100% for the uniform and chequerboard graphs) based 
on only the most confident couplings (Extended Data Fig. 1).

Statistical data from Ising chip
The accuracy of the fabricated chip was compared with a Tabu 
search software solution7,20,21. The Tabu solution is treated as the 
ground truth with regard to normalized accuracy results. The 
reported design was programmed with numerous random prob-
lems that utilized all the available couplings and coupling weights. 
All the measured results reported were generated using the maxi-
mally sized graph of 41 × 48 (that is, 1,968) nodes. By randomiz-
ing the problems, contentious problems of constant movement 
are generated, challenging the reported Ising machine during 
solving. A simple example of a contentious problem would be an 
all-to-all negatively coupled graph. The reported design was able to 
achieve 90–95% accuracy compared with the ground-truth solution  
(Fig. 5a, red distribution). To illustrate the high accuracy of solu-
tions from our chip, we also plotted the Hamiltonian values based 
on 100,000 random guesses. That is, we randomly assigned +1 or 
−1 to the 1,968 spins for a given graph, computed each Hamiltonian 
value and plotted the accuracy distribution in blue. The best ran-
dom guesses rarely achieved greater than 10% accuracy. A low 
accuracy is expected from the random-guess approach due to the 
solution space size of 21,968 ≈ 10592 of the 1,968-node graph.

The time to solution is defined as the number of ROSC cycles 
needed for the phases to resolve to the good ground state. The global 
coupling control and the sampling clock edge are external and  

independent signals that are used to measure the time to solution 
(Fig. 5b). The time between the external sampling clock edge and the 
global coupling-control clock edge was varied until a steady-state 
accuracy was found. Before the global coupling control is enabled, 
the reported design is not solving the programmed problem. 
Additionally, although the couplings are off, the ROSCs are still on, 
allowing for the spins to randomly drift apart. Once the couplings 
are enabled, the chip begins to solve the programmed problem. The 
sampling edge was then activated at a consistent time interval after 
the couplings were enabled to generate the time-to-solution graph. 
Multiple samples were needed at each time interval to perform 
the post-processing described previously. Chequerboard, uniform 
and random problems were used for the time-to-solution testing. 
These problems were chosen to illustrate how the problem difficulty 
affects the time-to-solution results. Although the time to solution 
can slightly vary between problems, the Ising chip was able to find 
the ground state within 50 ROSC cycles. Due to the solution-space 
landscape, the random problem is far harder to resolve to the ground 
state during testing than the uniform or chequerboard problems as 
seen by the 100% normalized accuracy of the latter two problems 
compared with the approximately 90% normalized accuracy of the 
random problem. The shape of the time-to-solution curve varies 
with the problem type. In Fig. 5b, it is evident that unlike the uni-
form problem, the chequerboard and random problems show hesi-
tation before rapidly reaching a steady-state solution.

Ising problems with random weights were tested on multiple 
chips to study if chip-to-chip variation caused by manufacturing 
affects the overall accuracy of the reported design (Fig. 5c). The 
random weights applied to the chips were generated in the same 
way as the time-to-solution testing. The accuracy range between 
the chips varies very little (~1% difference in the maximum accu-
racy), indicating that the reported design is highly resistant to 
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chip-to-chip variation. Other Ising machines based on exotic 
devices (spintronics and optics) may not have the same degree of 
manufacturing repeatability.

CMOS transistor characteristics are, by nature, nonlinear with 
respect to the supply voltage. Due to this, the interval between 
the coupling levels can vary with the voltage of the core circuitry. 
Additionally, varying the core voltage of the chip allows for the noise 
level of the reported design to be manipulated. Although the inter-
val between the coupling levels and noise level within the chip can-
not be directly measured, by sweeping the supply voltage of the Ising 
chip, the optimal voltage level that balances the above two design 
aspects can be found (Fig. 5d). A core voltage of 1.8 V gives margin-
ally (<2%) better average accuracy results than the other voltages. 
The overall accuracy difference, however, is minimal between the 
voltages, showing resilience to supply-voltage variation.

We repeated the accuracy testing at three different chip tempera-
tures. The phase interaction dynamics were expected to change as 
both device noise and transistor parameters (for example, thresh-
old voltage and mobility) are impacted by temperature. A previous 
study22 reported a lower accuracy at higher temperatures possibly 
due to the increased thermal noise that may have prevented the 

phases from stabilizing. In this work, however, we observed a weak 
dependence on temperature, with the overall accuracy of the design 
practically staying the same (<1%) at −40, 25 and 90 °C (Fig. 5e). 
Several factors make the temperature dependence different in this 
work. First, we sample the phases of all the oscillators using one clock 
edge, whereas the previous design could only measure the phase dif-
ference between two nearest-neighbour oscillators at a time. The 
improved phase readout scheme prevents measurement error due 
to phase drifts, which could make the solution quality less sensi-
tive to temperature changes. Second, the transmission-gate-based 
coupling circuits are weaker in the reported design to support five 
coupling levels. The lower transistor threshold voltage at higher 
temperatures could have increased the coupling strength, compen-
sating for the increased thermal noise.

Our chip includes two global analogue biases for separately tun-
ing the p-type and n-type transistors in the coupling block. These 
external control voltages determine the gate-voltage levels of the 
transmission-gate-based coupling transistors (Fig. 3b). Using the 
two global biases, ‘external annealing’ was applied, wherein the 
coupling strengths of all the weights in the chip were gradually 
increased in the hopes of finding a better ground state. Contrary 

Find average analogue phase difference
between neighbouring ROSCs

Measure raw phase IDs

Rank  average analogue phases differences
based on confidence

Spins determined using the most-confident
neighbouring analogue phase differences 

Stop process once all spins are found (least
-confident phase differences will be unused)

Step 1
(highest

confidence)

Step 2

Sample
clock

S1 S2 S3 S4

Phase ID

0000

0001

0011

0111

1000

1100

1110

1111

S1–S4

ROSC
output

ROSC
outputs

a

c

S1 S2 S3 S4

Step 3

Spin = +1
Spin = –1

Step 4

b

Positive weights 
(uniform pattern)

Negative weights 
(chequerboard pattern)

Random weights 
(random pattern)

Example: negative weights (chequerboard pattern)

41 × 48 phase map 41 × 48 phase map 41 × 48 phase map

Fig. 4 | Phase-sampling circuit, measured raw phase maps and post-processing steps. a, Sampling circuit with phase IDs. The sampling circuit 
captures a portion of the ROSC phase and produces a four-bit phase ID for each ROSC. b, Measured phase maps from 1,968 coupled oscillators for 
three distinct graphs: positive weight, negative weight and random weight. Non-idealities of a real integrated circuit chip are revealed. c, Post-processing 
algorithm condenses multiple chip samples into a final spin solution using a lightweight nearest-neighbour phase-averaging scheme. Steps 1–4 show the 
post-processing algorithm in action on a 10 × 10 portion of a negative-weight chequerboard pattern.

NAtuRe eleCtRONICS | www.nature.com/natureelectronics

http://www.nature.com/natureelectronics


Articles Nature electroNics

to conventional wisdom, improvement in the average and best 
(5 problems × 40 iterations = 80 solutions) Hamiltonian values were 
only 1.00% and 0.04%, respectively, which suggests that external 
annealing may not provide the accuracy improvements predicted 
by previous simulation-based studies and that the inherent anneal-
ing already occurring inside the chip may be sufficient for finding 
a competitive solution. Annealing has been shown to be useful for 
a diverse set of architectures and Ising implementations. However, 
with respect to the King’s graph architecture implemented with 
the reported ROSC Ising machine, the additional effort of anneal-
ing was not warranted. Further research into the effectiveness of 
annealing as it applies to non-deterministic Ising machines with 
fixed architectures should be done.

We also report how the solution accuracy is affected by the initial 
phases of the oscillators. Our hardware allows us to initialize the 
phases to either a random seed or a uniform seed. A random seed 
was created by allowing the ROSCs to drift apart as the couplings 
are disabled, before the global coupling-enable signal is fired. A 
uniform seed was created by simultaneously disabling and enabling 
the global ROSC control, causing all the spins to start in phase. By 
comparing the two distributions in Fig. 5f, the random initial seed 
marginally improves the overall accuracy of the coupled oscillator 
array. This can be explained by the fact that a random initial seed 
may allow more of the solution space to be explored, leading to  

better overall results. However, the actual accuracy improvement is 
relatively small (1–2%) on average. Hence, even without a random-
ized initial seed, the reported device appears to explore the solution 
space sufficiently and find a good solution.

Comparison with earlier work
In Table 1, we compared our ROSC integrated-circuit Ising design 
to previous designs that use emerging technologies, digital logic, 
superconductors and oscillators18,19,22–27. The earlier work can be 
split into categories of deterministic and non-deterministic Ising 
machines. The digital and software-based approaches of refs. 23,24 
and ref. 19 are deterministic and seek to simulate the Ising model 
instead of directly implementing the Ising model through spins and 
couplings. This work and refs. 22,25–27 directly implement the Ising 
model and can be considered non-deterministic.

The most relevant comparisons given the size, power and per-
formance metrics of the reported device would be with refs. 23,25,22. 
Although ref. 19, ref. 26 and ref. 27 are valuable contributors to the 
body of work involving Ising machines, they lack spin size, hard-
ware measurement and scalability, respectively, to be considered 
mature Ising machines. In comparison to ref. 23, the reported device 
in this paper has a major disadvantage when directly comparing 
the spins as ref. 23 has 60,000 spins. However, when the overall die 
size and technology node is taken into account, the spin advantage 
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is put into more reasonable terms. Ref. 23 is over 22 times the size 
of this work and is at a more advanced technology node (40 nm); 
additionally, the time to solution in that work is 2,200 clock cycles 
or 22 µs. This is much more than the sub-50 cycles reported in this 
work and could be evidence supporting non-deterministic Ising 
machines. Power figures are not provided for ref. 23; therefore, no 
accurate comparison can be made. As accuracy is only reported for 
non-contentious problems in ref. 23, accuracy comparisons provide 
little value. It is important to note the resolution is three bits com-
pared with this work’s five levels. The follow-up paper to refs. 23,27 
expands the body of work again to 147,000 spins in a 40 nm process. 
However, the area per spin increases between ref. 23 and ref. 27, with 
the caveat that the weight resolution increases to five bits. It is also 
seen that the time to solution increases to 6.5 ms. Accuracy numbers 
have not been reported at this time for ref. 27. It is difficult to compare 
the proposed work here with ref. 23 and ref. 27 due to the immaturity 
of the CMOS Ising field compared with those of ref. 23 and ref. 27,  
but preliminary results show that ROSC-based Ising machines 
could prove to be more area efficient and hence more power effi-
cient based on the rough trend of increasing power with increasing 
die size. Without transparency in the problem sets used, accuracy 
and time-to-solution conclusions are preliminary.

Another study25 provides a non-CMOS comparison to the device 
reported in this paper. That study consists of a non-deterministic 
Ising machine that uses superconductor loops to represent spins. 
Although the spin counts are the same, the power consumption 
and operating temperature shown in ref. 19 present distinct disad-
vantages due to the magnitudes of difference in power consump-
tion and operating temperature between the two devices. Accuracy 
numbers are unavailable for a direct comparison.

In addition to ref. 18, ref. 25 is another non-CMOS, 
non-deterministic Ising machine with 100,000 spins. However, ref. 18  
has limited weight resolution despite being a relatively mature Ising 
machine technology. Additionally, the device needs 56 periph-
eral FPGAs, which would be a limitation to scalability18. All-to-all 
coupling enables problem mapping without an embedding step 
which is required for the King’s graph architecture used in this 
work. Ref. 18 needs a 5 km loop of optical cable and an extensive 

temperature-controlled test setup—something that an integrated 
circuit approach avoids. The portability and space requirements of 
ref. 18 are reasons for concern with the design.

Comparing this work to a previous integrated oscillator-based 
Ising machine (OIM)19 shows the advancements made in 
this paper. As can be seen, spin count and accuracy have been 
improved, whereas the power per spin is decreased and spin den-
sity is increased. Additionally, the time-to-solution results and 
weight resolution for this work are better than ref. 19. Comparison 
of this work to ref. 27 is similar to the comparison with ref. 19 
with respect to power, area, spin count, weight resolution and 
time-to-solution results.

Conclusions
We have reported a 1,968-node coupled-ROSC-based Ising 
machine with five-level coupling for solving optimization prob-
lems. Our design has the density and energy efficiency of a CMOS 
integrated circuit, as well as using the natural spin-updating behav-
iour of a physics-based computer. Using a pseudo-analogue phase 
measurement circuit, we captured the true phase behaviour within a 
coupled-oscillator integrated circuit. A lightweight post-processing 
methodology was developed to address the realistic phase interac-
tions observed in the measured data. The design achieves an accu-
racy of up to 95% for random COPs, and can relax to the ground 
state in less than 50 ROSC cycles and consuming an average power 
of only 0.042 W. The solution quality was also consistent across a 
wide range of processes, voltages and temperatures.

Methods
Circuit simulation. Synopsys HSPICE was used for the simulation of the multibit 
coupled oscillator array. A Taiwan Semiconductor Manufacturing Company 
(TSMC) 65 nm low-power CMOS compact model was used as the basis for the 
simulations. Synopsys Cosmoscope was used to view the simulated waveforms.

Integrated circuit design. Cadence Virtuoso was used to design the schematic 
and layout of the coupled oscillator design in TSMC 65 nm low-power technology. 
The layout was design-rule-checking and layout-versus-schematic verified using 
Mentor Graphics’ Calibre software. One hundred dies were manufactured by 
TSMC and bonded in a dual in-line package with 40 pins by Advotech.

Table 1 | Comparison with earlier Ising works

this work Digital23 Digital24 Qubit25 CMOS 
oscillator22

Phase26 OIM19 OIM27 CIM18

Architecture King’s graph King’s graph King’s graph Chimera Hexagonal All to all All to all Chimera All to all

Technology CMOS 
65 nm

CMOS 40 nm CMOS 40 nm Superconductor CMOS 65 nm Phase 
transition

Simulation PCB/discrete 
components

Optical

Coupling Oscillator 
interaction

Digital logic Digital logic Qubit 
interaction

Oscillator 
interaction

Resistive or 
capacitive

Equation Oscillator 
interaction

Optical + 
digital (FPGA)

Bias term No Yes Yes Yes No No Yes No No

Operating 
temperature

Room 
temperature

Room 
temperature

Room 
temperature

−273.14 °C Room 
temperature

Room 
temperature

N/A Room 
temperature

Room 
temperature

Weight 
resolution

5 levels 3 bits 5 bits Not reported 1 bit N/A N/A 3 levels −1 or +1

Time to 
solution

50 ns 
(50 cycles)

22 µs 6.5 ms Not reported 200 ns 1 ms N/A 1 ms 593 µs

Average 
power

42 mW Not reported Not reported 25 kW 23 mW Not 
reported

N/A 5 W Not reported

Measured 
accuracy

89–100% 98.8% Not reported Not reported 82–100% 97.6% 99.6% Not reported 96.3%

Spins 1,968 60,000 147,000 2,048 560 4 N/A 240 100,000

Die size 2.1 mm2 47.3 mm2 216 mm2 Not reported 1.44 mm2 N/A N/A N/A N/A

Note: die size for refs. 23,24 is the total die size of all the chips used in their respective systems.

NAtuRe eleCtRONICS | www.nature.com/natureelectronics

http://www.nature.com/natureelectronics


Articles Nature electroNics

Test platform. Printed circuit board (PCB) as well as breadboard were used in 
conjunction with Agilent benchtop power supplies. A Raspberry Pi 3 Model B was 
used to interface with the fabricated integrated circuit chip. The RPi.GPIO library 
was used to control the Raspberry Pi’s general-purpose input/output pins. The 
NumPy Python library was used to generate the random graphs and bit streams. 
For temperature testing, we placed the test boards in a TestEquity Model 107 
temperature chamber.

Post-processing software. The post-processing software was developed using 
Python and the NumPy Python package.

Software COP solver. The Python package called qbsolv, which was used to 
generate the software Hamiltonian solutions, was obtained from D-Wave Systems. 
The solver was not time restricted or resource restricted when solving COPs.

Data availability
The problem set and test data presented in this paper are available at https://
figshare.com/projects/A_1_968_node_coupled_ring_oscillator_circuit_for_
combinatorial_optimization_problem_solving/134594.

Code availability
The code used to generate the optimal Hamiltonians is available at https://figshare.
com/projects/A_1_968_node_coupled_ring_oscillator_circuit_for_combinatorial_
optimization_problem_solving/134594.
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Extended Data Fig. 1 | Raw phase map data with post-processed results. Raw phase maps are shown for uniform, chequerboard, and random pattern 
graphs. A lightweight post-processing method that emphasizes the relative phase difference between adjacent nodes can eliminate non-ideal effects and 
produce the expected spin value maps on the right. The weights and spin values are colour coded and overlaid for better visualization. ROSCs are indexed 
from 1 (upper left corner) to 1,968 (lower right corner), with ROSC 1 being directly above ROSC 42.
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