
.................................................................................................................................................................................................................

DECOUPLED CONTROL AND DATA
PROCESSING FOR APPROXIMATE

NEAR-THRESHOLD VOLTAGE
COMPUTING

.................................................................................................................................................................................................................

THE AUTHORS EXPLOIT THE INTRINSIC ERROR TOLERANCE OF EMERGING RECOGNITION,

MINING, AND SYNTHESIS (RMS) APPLICATIONS TO MITIGATE VARIATION. RMS

APPLICATIONS CAN TOLERATE ERRORS EMANATING FROM DATA-INTENSIVE PROGRAM

PHASES RATHER THAN CONTROL. THUS, THE AUTHORS RESERVE RELIABLE CORES FOR

CONTROL AND EXECUTE ERROR-TOLERANT DATA-INTENSIVE PHASES ON ERROR-PRONE

CORES. THEY ALSO PROVIDE A DESIGN SPACE EXPLORATION FOR DECOUPLED CONTROL

AND DATA PROCESSING TO MITIGATE VARIATION AT NEAR-THRESHOLD VOLTAGES.

......Contemporary technology scaling
deviates from Dennard’s prospects1 by the
escalating power density. The chip power
budget can’t keep up with the growing power
density because of cooling and power delivery
limitations. As a result, the number of cores
that we can integrate on chip surpasses the
number of cores that we can use simultane-
ously.2 A promising way to integrate more
cores into the available power budget is to
reduce the operating voltage, VDD. If VDD

remains slightly above the threshold voltage,
Vth, power consumption decreases by more
than an order of magnitude.3 This unconven-
tional regime, near-threshold voltage comput-
ing (NTC), enables more cores to operate
simultaneously. Power reduction increases with

the proximity of VDD to Vth. However, as VDD

approaches Vth, both the operating frequency,
f, and the resilience to parametric variation
(that is, the deviation of transistor parameters
from design specifications) are reduced.

The lower operating speed restricts NTC’s
applicability. However, NTC can sustain
throughput performance by operating more
cores at lower f. Power reduction at near-
threshold voltages (NTVs) can easily exceed
the power cost of more cores participating in
computation. Accordingly, the limited paral-
lel scalability of applications is more likely to
restrict the use of more cores than the power
budget.4

Even if applications featured perfect paral-
lel scalability, parametric variation would
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preclude aggressive VDD reductions. In each
technology generation, manufacturing imper-
fections exacerbate vulnerability to parametric
variation. At conventional, super-threshold
voltages (STVs), variation already results in
slower cores and ample speed differences
among the cores. At lower VDD, transistor
speed becomes more sensitive to variation.
Therefore, NTC accentuates variation-induced
slowdown and speed differences. At the same
time, variation-induced timing errors become
more likely (see Figure 1). Timing errors
emerge if variation slows down logic to prevent
operation at the designated clock f.

A common STV design practice for elimi-
nating timing errors is to operate at lower
than the nominal speed (that is, the sustain-
able clock f if there was no variation). This
slowdown to guarantee error-free execution
constitutes the timing guardband. Figure 2
depicts the timing guardband as a function of
VDD, considering contemporary (22 nm)
and near-future (11 nm) technology nodes.
The guardband quickly grows as VDD

approaches Vth, where the nominal f—or the
sustainable f if there was no variation—is
already low. Thus, relying on the worst-case
guardband is not practical at NTV. A further
difficulty stems from the diminishing efficacy
of state-of-the-art STV variation mitigation
techniques when adapted at NTV.5,6 More-
over, at NTV, more cores should contribute
to computation to counter performance deg-
radation. The corresponding expansion of the
chip area is likely to further exacerbate the
already intensified vulnerability to variation.

We need NTC-specific variation mitigation
techniques. Otherwise, a safe VDD to guaran-
tee error-free execution can barely reach the
near-threshold region. To this end, we exploit
the intrinsic error tolerance of emerging Rec-
ognition, Mining, and Synthesis (RMS) appli-
cations that process massive, yet noisy and
redundant, input data by probabilistic, often
iterative, algorithms. RMS applications can
tolerate errors emanating from data-intensive
program phases as opposed to control.7 There-
fore, our proposed architecture, Accordion,
reserves reliable cores for control and executes
error-tolerant data-intensive phases on error-
prone cores.

In this article, we provide a design space
exploration for decoupled control and data

processing to mitigate the impact of variation
at NTV. We refine our exploration to three
promising Accordion design points9: three
clustered many-core architectures featuring
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Figure 1. Variation-induced timing error rate. Such errors become inevitable

as operating voltage (VDD) reaches to Vth.
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Figure 2. Timing guardband to mask variation-induced errors. As operating

voltage (VDD) reaches the threshold voltage (Vth), the timing guardband
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different types of heterogeneity. Here, we com-
pare and contrast these three design points in
terms of energy efficiency and complexity.

Exploiting algorithmic error tolerance
RMS applications can mask errors in data-

intensive program phases as opposed to con-
trol. However, to be able to embrace errors,

� errors should be confined to error-
tolerant data-intensive phases, such
that they manifest as degradation in
the accuracy of computation; and

� the degradation in accuracy should
remain within acceptable boundaries.

To meet the first condition, our NTV
hardware executes error-tolerant data-inten-
sive phases on error-prone cores and reserves
reliable cores for control. In other words, we
enforce variation-induced errors to be con-
tained where they can be tolerated: within
data-intensive program phases. Thread de-
composition of most RMS algorithms already
conforms to decoupled data and control, in
order to distinguish data-intensive parallel
tasks from control-intensive ones. For this
study, we relied on a coarse-grained character-
ization, assuming that the main thread in
charge of distributing and collecting data to
and from worker threads is error free, where
worker threads are error prone. This model
complies with bulk-synchronous or pipelined
parallelism.

The second condition, on the other hand,
demands the capability to configure the accu-
racy of computation explicitly. We can devise
an application-specific set of input parameters
such as time-step granularity or resolution to
serve the purpose. Such input parameters usu-
ally associate with the problem size9–11: by
expanding the problem size, we can configure
the application to generate an output of higher
accuracy. A larger problem size can facilitate a
lower near-threshold VDD by engaging more
cores to computation. A lower VDD increases
the vulnerability to variation, but the larger
problem size can mask an accuracy loss due to
variation-induced errors, provided that we
meet the first condition.

Decoupling control from data processing
Accordion runs all cores engaged in data-

intensive computation at the same f to ensure

that parallel tasks make similar progress. This
typically leads to faster overall execution by
eliminating any synchronization overhead
incurred if cores operated at different speeds.

An expanded problem size activates more
cores to operate at a lower f. As the number of
active cores expands, cores suffering from sub-
stantial variation-induced slowdown become
more likely to participate in computation.
These cores can limit the overall operating f.
A compressed problem size, on the other
hand, activates fewer cores to operate at a
higher f. The lower number of active cores
gives the runtime more freedom in picking
the cores. Because of the higher operating f
and the increased likelihood of including
more resilient and faster cores, a compressed
problem size does not necessarily degrade the
accuracy severely.

Because Accordion is tailored to operate at
high error rates, it enables operation at higher
f than a designated safe f (to guarantee error-
free execution). As a safety net, we can rely on
checkpoint/recoveries, yet at a reduced com-
plexity: due to the masking of (a subset of)
errors, we anticipate less frequent checkpoints
and recoveries.

We hold variation-induced errors where
the application can tolerate them. Accordion
executes error-tolerant data-intensive pro-
gram phases on error-prone data cores (DCs)
and reserves more reliable control cores
(CCs) for control. CCs and DCs work in
master-slave mode. Each CC coordinates
computation on a designated set of DCs.

CCs exclude any type of error. In order to
prevent catastrophic failures or hangs, CCs
should comprise robust transistors and circuits,
by construction. For enhanced resilience, CCs
can operate at higher VDD. Alternatively, a var-
iation-afflicted NTV chip can reserve the most
resilient cores for CCs. CCs periodically check
whether DCs have completed the assigned
computation. CCs are in charge of housekeep-
ing; once DCs finish computations, the master
CCs merge or reduce results from different
DCs. To detect potential crashes or hangs of
DCs, CCs keep watchdogs on a per-DC basis.
To prevent error propagation from DCs, CCs
never rely on data produced by DCs for con-
trol. CCs communicate with DCs over a dedi-
cated memory location, both to find out
whether slave DCs are done with computation
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and to collect DC results. DCs can read only;
they cannot modify the data produced by
master CCs.

To facilitate effective coordination with
CCs, DCs feature fast reset and restart hard-
ware. A DC has accesses to a private read-
write memory where the DC can write
(either organized as a scratchpad or to com-
municate with other cores), in addition to a
read-only memory where shared data man-
aged by master CCs reside. To avoid error
propagation, DCs cannot write to the private
space of CCs or other DCs. Instead, a dedi-
cated memory location serves intra-DC
communications.

Design space exploration
Figure 3 demonstrates a hypothetical NTV

chip, clustered to enhance scalability. A few
cores with per-core private memories and a
shared cluster memory constitute each cluster.
Various options exist to differentiate control
cores from data cores.

In spatiotemporal heterogeneity (ST-H),
each cluster accommodates identical cores
(Figure 3a). There is no difference in the
design of CCs and DCs. ST-H distinguishes
CCs from DCs spatiotemporally: CCs corre-
spond to the fastest, most reliable cores (that

is, the cores of minimum slowdown under var-
iation). This option is simpler from a hardware
perspective, yet we should program all the
semantics discussed earlier. Still, the organiza-
tion is flexible in that we can configure the
number of CCs (although the example from
Figure 3a depicts one CC per cluster). Because
variation governs the f of CCs, the range of
CC frequencies may differ across chips.

In design-driven heterogeneity (D-H),
CCs and DCs per cluster represent different
types of cores by design (Figure 3b). DCs
and CCs specialize; we can implement the
semantics discussed earlier directly in hard-
ware. Under D-H, the number of CCs can
easily become a bottleneck. The example
from Figure 3b assumes one CC per cluster.
Depending on the application, a higher or a
lower CC to DC ratio could be favorable.
We anticipate that CCs will consume more
area than DCs due to the control-intensive
specialization and the demand for enhanced
reliability. D-H can employ single-instruc-
tion, multiple-data (SIMD) DCs to further
improve energy efficiency without sacrificing
serial performance.

In temporal heterogeneity (T-H), CCs
and DCs are identical by design (Figure 3c).
T-H distinguishes CCs from DCs temporally,
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Figure 3. Design space exploration. (a) Spatiotemporal heterogeneity. All cores are identical

by design, and the cores identified as most reliable post manufacturing testing are assigned

as control cores. (b) Design-driven heterogeneity. Each cluster has a dedicated and

specialized control core by design. (c) Temporal heterogeneity. All cores are identical by

design, but unlike in spatiotemporal heterogeneity, control cores are not fixed post

manufacturing testing; a core can serve both as a control core and a data core.
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by time-multiplexing each core between CC
and DC functionality during execution. This
option provides a better use of hardware
resources; however, it complicates the design
because of the required support for different
memory protection domains.

Evaluation
To quantify how the different design

points affect the energy efficiency versus accu-
racy tradeoff, we deployed a hypothetical
NTV chip of eight clusters (Figure 3) at 22
nm. Each cluster comprises eight cores, one
of which acts as the CC at any one time. Each
core is a single-issue engine wherein memory
accesses and computation can overlap. Per-
core memories represent private L1 cache
(64-Kbyte write through, four-way, 64-byte
line), the cluster memory, a shared L2 cache
across all eight cores (2-Mbyte write back,
16-way, 64-byte line). The coherence protocol
is a fully mapped, directory-based MESI with
each pointer corresponding to one cluster. A
bus inside a cluster and a 2D torus across clus-
ters constitute the network. The nominal val-
ues of VDD and f at NTV are 0.6 V and 1.2
GHz (which approximately correspond to
0.85 Vand 2.4 GHz at STV), respectively.

Variation model
We deployed VARIUS-NTV to determine

the operating f and estimate the timing error
rate as a function of f at the designated near-
threshold VDD.12 VARIUS-NTV captures
both spatially correlated and random variation
due to manufacturing imperfections. VARIUS-
NTV parameter values are ðr=lÞVth ¼ 10%
and u ¼ 0:1. We do not consider VDD noise.
Because variation causes a slowdown in logic,
whether or not core logic fails totally depends
on the operating VDD and f. Accordingly, we
first extract the minimum VDD, VDDMIN, that
each cluster requires to remain functional at
NTV. If clusters operate below VDDMIN, mem-
ory blocks might not be able to hold or change
state. Per-cluster VDDMIN is defined as the max-
imum VDDMIN across all memory blocks
within a cluster. We designate the maximum
per cluster VDDMIN as the chip-wide near-
threshold VDD.

We assign tasks to cores at the granularity
of clusters. Per-cluster phase-locked loops

(PLLs) generate per-cluster f. PLLs share one
separate analog voltage domain similar to
many commercial processors. PLL frequency
is not a function of voltage but PLL settings.
Thus, we can adjust each PLL’s frequency as
needed. Accordion runs all clusters assigned
to a parallel application at the same f to
ensure that threads make similar progress.

Power and performance models
To evaluate performance, we used the

Sniper microarchitectural simulator.13 The
power analysis relies on McPAT.14 We set
the power budget to 100 W. For ST-H and
T-H, CCs and DCs differ by their operating
VDD and f. Accordingly, we fed our McPAT-
based power model with different ðVDD; f Þ
configurations. Such ðVDD; f Þ pairs depend
on the variation profile.

Benchmarks
We experimented with select RMS bench-

marks from Parsec15 and Rodinia16 suites.
The benchmarks cover emerging application
domains. Table 1 captures benchmark charac-
teristics. For each benchmark, we identify at
least one application input parameter to gov-
ern both the problem size and the output
accuracy.9 We change the problem size by
adjusting these input parameters. Such changes
in the problem size do not result in a different
problem—we still solve the very same prob-
lem, but with different accuracy. We deploy
application-specific metrics to quantify the
changes in output accuracy.

Error model
To model the application-layer manifesta-

tion of timing errors, we conservatively
ignored potential masking of errors at various
system-stack layers. Variation renders a differ-
ent timing error probability per cycle, Perr,
for each core. We assume that any timing
error of probability higher than Perr ¼ 10�12

reaches the application layer. In this case, we
drop the computation (that is, ignore the end
result all together) of the thread executing on
the erroneous core.

This model can capture close-to-worst-
case error manifestation under Accordion’s
decoupled execution model. Per-core errors
can manifest as the following:
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� no termination due to crashes or
hangs,

� termination with excessive accuracy
loss, or

� termination with acceptable accuracy
loss.

We rely on CCs to detect the first type of
error—for example, by deploying watchdog
timers. The application layer perceives the error
as the computation (thread) on the erroneous
core being dropped. In the second case, timing
errors affect data-intensive phases, which results
in unacceptable accuracy. We expect CCs to
capture the second type of error by enforcing
preset limits on maximum accuracy loss. CCs
can drop computations not conforming to
such limits. On the other hand, we do not
require CCs’ intervention under the third type
of error. We expect the accuracy loss in this
case to remain less than the accuracy loss
incurred by the first type of error.

Impact of variation
Figure 4 depicts the variation-induced

timing error rate per cycle, Perr, at the nomi-
nal near-threshold VDD of 0.6 V (slightly
higher than the maximum per cluster
VDDMIN across chip), as a function of f. The
data reflects the median chip out of 100 chips
we experimented with. The figure demon-
strates each core’s Perr curve, rendering 64
curves for 64 cores. The Perr axis is in log
scale. Perr values rapidly increase to reach 1,
as f increases beyond 0.8 GHz. At acceptably
low Perr of ½10�16; 10�12�, the majority of the
cores cannot operate at the nominal f of 1.2
GHz (which represents the sustainable f were
there no variation). Perr in the range of
½10�16; 10�12� induces a timing error every

½1012; 1016� cycles, respectively. At Perr ¼
10�16, the f of the slowest core becomes 0.56
times the nominal f.

Design space exploration
Next, we examined how the tradeoff space

of energy efficiency versus accuracy differs
across the three design points. We considered
different problem sizes for the benchmarks
from Table 1. As we changed the problem
size, we modulated the number of active
cores such that the execution time at NTV
comes as close to the execution time at STV
as possible—we imposed a threshold of no
more than 30 percent slowdown. The STV

Table 1. Evaluated benchmarks

Benchmark Application domain Input parameter Accuracy metric

canneal (Parsec) Optimization Swaps per temperature step

Number of temperature steps

(Relative) routing cost

ferret (Parsec) Similarity search Size factor Number of common images

bodytrack (Parsec) Computer vision Number of annealing layers Sum of square differences

hotspot (Rodinia) Physics simulation Number of iterations Sum of square differences

srad (Rodinia) Image processing Number of iterations Peak signal-to-noise ratio (PSNR)
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Figure 4. Impact of parametric variation. Parametric variation renders ample

differences between the safe operating frequencies of the cores.
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baseline is an eight-core design operating at
nominal superthreshold VDD and f. We
omitted variation-induced slowdown at STV
to determine a lower bound for energy effi-
ciency gain at NTV.

ST-H assigns the fastest core in each cluster
to operate as the CC. The slowest of the CCs
across all clusters determines the operating f of
the entire chip at the designated near-thresh-
old VDD, fST�H. In this manner, we prevent
error onset in CCs. On the other hand, none
of the DCs can operate at this fST�H without
error onset, by construction. We consult Fig-
ure 4 to determine each DC’s Perr. We drop
the thread running on any DC with a Perr

value exceeding 10�12. Under variation,
fST�H could cause all computation to be
dropped if all DCs rendered higher Perr than
10�12 at fST�H. If this is the case, we adjust
(that is, reduce) fST�H such that no more than
one-eighth of the threads is dropped.

The f assignment under D-H proceeds
similarly, except that the CC per cluster is
fixed by design in this case. The slowest of
the CCs at the designated near-threshold
VDD determines fD�H. If none of the DCs

can operate at fD�H without the Perr exceed-
ing 10�12, we reduce fD�H such that no
more than one-eighth of the threads is
dropped. We assume that CCs are 25 percent
larger than DCs.

Figure 5 compares spatiotemporal hetero-
geneity (ST-H, marked with a solid line) and
design-driven heterogeneity (D-H, marked
with a dashed line). Energy efficiency in
MIPS/watt (y-axis) and accuracy (x-axis) are
both normalized to the nominal STV operat-
ing point. Each point in the graph corre-
sponds to the default problem size (simsmall
or equivalent). The vertical (horizontal) error
bars depict how the relative energy efficiency
(accuracy) evolves as we sweep the problem
size. For each application, we experimented
with five representative problem sizes within
0.5 to 2.3 times of the default problem size
for bodytrack, canneal, srad, and hotspot, and
within 0.85 to 2.9 times for ferret, respec-
tively. Except for srad and ferret, all applica-
tions from Figure 5 finish within the STV
execution time. The slowdown of srad is
approximately 27 percent; for ferret, approxi-
mately 13 percent, both under ST-H and
D-H. canneal and bodytrack use 64 cores;
srad and hotspot, 32 cores; and ferret, only 16
cores. We observe that the accuracy is more
sensitive to changes in the problem size when
compared to the energy efficiency. Figure 5
captures how energy efficiency changes with
Perr, because each accuracy value maps to a
particular Perr: the higher the Perr, the lower
the accuracy. However, depending on the
application characteristics, in what way and
how fast a D increase in Perr reduces the accu-
racy varies. For a per-benchmark character-
ization of accuracy versus Perr, refer to our
previous work.9 For some applications, the
relative accuracy exceeds 1 at larger problem
sizes: this indicates that we can operate at
even higher f (which render higher Perr,
according to Figure 4) and translate the excess
accuracy into higher energy efficiency. Overall,
ST-H delivers a slightly better energy effi-
ciency/accuracy tradeoff than D-H.

Figure 6 depicts energy efficiency versus
accuracy under temporal heterogeneity (T-H).
Energy efficiency and accuracy are normalized
to the STV operating point. This time, we
experiment with the default problem size
(simsmall or equivalent) only. Each point of
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Figure 6 characterizes a different assignment
of cores to operate as CCs. T-H differentiates
between CCs and DCs at runtime. Accord-
ingly, the energy efficiency evolves with the
overhead of the runtime algorithm to orches-
trate the assignments. In the following, we
omit such algorithmic overheads and report
how energy efficiency versus accuracy changes
across the entire space of feasible CC assign-
ments. Recall that we experimented with one
CC per cluster. We let all clusters operate at
the same f, which is set by the slowest CC
among all clusters. In Figure 6, for each point,
a different core represents the slowest CC,
CCslwst, across the chip. The f of CCslwst at the
designated near-threshold VDD, fT�H, sets the
operating f of all DCs and CCs assigned to a
parallel application under T-H. If none of the
DCs can operate at fT�H without the Perr

exceeding 10�12, we reduce fT�H such that no
more than one-eighth of the threads is
dropped.

However, not all cores can represent
CCslwst. For example, no point in Figure 6 has
the fastest core on the chip as CCslwst. If we set
the fastest core on chip as CCslwst, we would
not be able to prevent error onset in the
remainder of the CCs on chip, violating
Accordion’s execution semantics. We observe
that T-H does not deliver a better tradeoff
when compared to ST-H, which renders ST-H
the most complexity-effective design point.

I n this study, we deployed a conservative
error model. Regarding error propagation

at the application level, we are exploring
whether recurring error patterns apply that
we can exploit to develop more accurate error
models. A lack of recurring patterns is likely
to render statistical fault injection as the only
means of assessing manifestation of errors at
higher system-stack levels. In this case, rather
than modeling, scalable and fast statistical
fault injection should be explored. Statistical
fault injection is inevitable in characterizing
system-level manifestation of errors and as-
sessing the fidelity of existing models.

Scaling of the problem size with the core
count does not always translate into fixed
per-thread work, as weak scaling in the strict
sense would imply. Applications strictly con-
forming to weak scaling would benefit most
from Accordion operation. However, for the

selected RMS benchmarks we deployed, per-
thread work tends to increase with problem
size. We are extending our study to strict
weak scaling, considering novel application
domains. We are also examining how to
orchestrate Accordion operation dynamically
at runtime. Although we can change the
number of cores assigned to computation
midst execution, the problem size does not
always lend itself well to such fine-grained
adaptation. For this study, we let resource allo-
cation and the assigned operating point apply
for the entire duration of execution. However,
both the application phases and the hardware
resources can experience changes in resiliency
during execution. At the very least, data- and
control-centric phases can be interleaved in
numerous ways. How to capture such fine-
grained temporal changes in resiliency is
another open research question. MICRO
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