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Abstract— Per-core voltage domains can improve performance
under a power constraint. Most commercial processors, however,
only have a single voltage domain for all processor cores.
This is because splitting the single voltage domain into per-
core voltage domains and powering them with multiple off-chip
voltage regulators (VRs) incur a high cost for the platform and
package designs. Although using on-chip switching VRs can be an
alternative solution, integrating high-quality inductors for VRs
with cores has been a technical challenge. In this paper, we
propose a cost-effective power delivery technique to support per-
core voltage domains. Our technique is based on the observations
that: 1) core-to-core (C2C) voltage variations are relatively small
for most execution intervals when the voltages/frequencies are
optimized to maximize performance under a power constraint
and 2) per-core power-gating devices augmented with feedback
control circuitry can serve as low-cost VRs that can provide high
efficiency in situations like 1). Our experimental results show that
processors using our technique can achieve power efficiency as
high as those using the per-core on-chip switching VRs at a much
lower cost.

Index Terms— On-chip voltage regulators (VRs), per-core
voltage domains, multicore processors.

I. INTRODUCTION

THE maximum performance of multicore processors oper-
ating all available cores is typically limited by a power

constraint. When: 1) a processor runs multiple threads or appli-
cations and 2) the instructions per cycle (IPC) of each core
varies notably within each execution interval, adjusting the
voltage/frequency (V/F) of each core can improve performance
under a power constraint. This approach, however, requires a
voltage domain (and thus a voltage regulator (VR)) for each
core. In contrast, most commercial processors have only a
single voltage domain for all processor cores. This is because
splitting the single voltage domain into per-core domains and
powering them using multiple off-chip VRs incur a high cost
for the platform and package designs. Alternatively, on-chip
switching VRs (i.e., buck converters) integrated with cores
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can lower the cost associated with the platform and pack-
age designs. Yet, no commercial high-performance multicore
processors have adopted the on-chip switching VRs because
integrating high-quality inductors for the switching VRs with
cores is expensive and technically challenging.

In this paper, we propose a cost-effective power delivery
technique to support per-core voltage domains using on-chip
low-drop-output (LDO) VRs. The on-chip LDO VRs have not
previously been considered for high-performance multicore
processors, because they cannot power-efficiently provide a
wide voltage range for cores; an LDO VR suffers from a
high power loss when the voltage difference between its
input and output voltages (VI and VO ) is large. On the
other hand, platform architects must assume that the core
voltage can be of any value within a given voltage range at
which the processor can operate. However, our experiments
reveal that the maximum voltage difference between cores at
each dynamic V/F scaling (DVFS) interval is small for most
intervals, when the V/F of each core is optimized to maximize
the performance under a power constraint. In other words, the
VO values of multiple LDO VRs can be close to the shared
VI value. In such a case, an LDO VR, which can be imple-
mented at a low cost by sharing its largest component with an
existing on-chip per-core power-gating (PCPG) device, can be
more power-efficient than a switching VR.

Note that commercial high-performance multicore proces-
sors from Intel and AMD have supported PCPG [1], [2]. This
is because PCPG can considerably improve not only power
efficiency but also the performance of power-constrained mul-
ticore processors [3], [4] with a small investment of chip area
(5%–10% of each core’s area [5]). Consequently, we envision
that future high-performance multicore processors, which have
not supported PCPG yet, will adopt PCPG as the performance
improvement is limited by a power constraint that barely scales
with technology. The key contributions of this paper, which
extends our previous paper presented at [6], are as follows.

• We demonstrate that a high-performance multicore
processors using per-core voltage domains can deliver
higher performance than using a single-voltage domain
under a power constraint. Then, we discuss the challenges
associated with supporting per-core voltage domains
(Section II).

• We demonstrate that C2C voltage variations are rela-
tively small at each DVFS interval, when the V/F of
each core is optimized to maximize the performance of
a processor under a power constraint. Then, we pro-
pose a lost-cost power delivery technique that exploits
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Fig. 1. MIPS3/W comparison of eight-core processors supported by a single V/F domain, per-core V/F domains, and per-core V/F domains exploiting WID
PV. Each DVFS interval is composed of 10 million instructions.

1) small C2C voltage variations and 2) PCPG devices
(Section III).

• We demonstrate that using our proposed technique is as
effective as using the on-chip per-core switching VRs
for running both single- and multithreaded applications
(Section IV).

• We discuss a cost-effective power delivery solution for
many-core processors (Section V).

The remainder of this paper is organized as follows.
Sections II–V describe our key contributions. Section VI
discusses related work. Section VII concludes this paper.

II. PER-CORE VOLTAGE DOMAIN SUPPORT:
OPPORTUNITIES AND CHALLENGES

A. Performance Improvement Opportunities Using Per-Core
Voltage Domain Support

Providing per-core voltage domains enables per-core DVFS.
This allows a multicore processor to effectively exploit run-
time performance variations across cores running single- or
multithreaded applications in a given execution interval. For
example, some cores running threads in memory-intensive
phases can operate at lower V/F without impacting the per-
formance while other cores executing threads in compute-
intensive phases must operate at higher V/F to maximize
the performance. The C2C performance variations increase as
more cores are integrated on a chip, which increases the oppor-
tunity for improving power efficiency using per-core DVFS.
Consequently, many researchers have investigated various per-
core DVFS algorithms and their physical implementations
to either minimize power consumption under a performance
constraint or maximize performance under a power constraint
(e.g., [7], [8]).

Fig. 1 compares the million instructions per second cubed
per Watt (MIPS3/W) of eight-core processors that are sup-
ported by a single V/F domain for all processor cores, per-core
V/F domains, and per-core V/F domains exploiting within-
die (WID) process variations (PVs). WID PVs lead to C2C
frequency and power variations for the same voltage applied
to cores. All the results are normalized to MIPS3/W of an
eight-core processor with a single V/F domain (without con-
sidering the power efficiency of on- and off-chip VRs). We use
four commercial applications (Apache, JBB, OLTP, and Zeus
denoted by APCH, JBB, OLTP, and ZEUS) [9], six SPEC
OMP V3.2 benchmarks (ammp, applu, art, equake, mgrid,

and swim denoted by AMP, APLU, ART, EQUK, MGRD,
and SWIM), and four PARSEC benchmarks (swaptions, x264,
fluidanimate, and blackscholes denoted by SWSP, X264,
FLUD, and BLKS) [10] running on a GEMS multicore simu-
lator modified to support per-core frequency domains [11]. An
oracle DVFS algorithm [7] is modified to maximize MIPS3/W
for a given power constraint. Because we focus on high-
performance multicore processors, we choose MIPS3/W to
emphasize the performance aspect of processors [12]. See
Section IV for a more detailed description of our experimental
methodology.

Supporting per-core V/F domains increases a geometric
mean of MIPS3/W by 8% (22% when C2C frequency and
power variations are exploited) over the single V/F domain.
As we increase the number of cores per processor, we observe
that processors with per-core V/F domains achieve even more
MIPS3/W improvement than a single V/F domain. For exam-
ple, the MIPS3/W improvement of 12- and 16-core processors
with per-core V/F domains is nearly 3× and 4× higher than
that of an eight-core processor with per-core V/F domains.
The increase becomes even larger when the C2C PVs are
exploited. This signifies the growing importance of providing
per-core V/F domains to maximize performance under a power
constraint. Furthermore, supporting per-core V/F domains can
allow multicore processors to more effectively exploit C2C
frequency and power variations, thereby significantly increas-
ing the performance and power efficiency.

B. Technical Challenges for Supporting Per-Core Voltage
Domains

Regardless of performance improvement opportunities using
per-core V/F domains, most commercial multicore processors
have only a single V/F domain for all processor cores. This
is because splitting the single-voltage domain into per-core
voltage domains and powering them with multiple off-chip
VRs incur a high cost for the platform and package designs.
Fig. 2 illustrates one of the negative impacts of splitting the
single-voltage domain to provide per-core voltage domains,
i.e., increasing the overall VR capacity required. Assume that
the maximum power consumption of the processor is limited
to 120 W and there are four cores. When all four cores are
running, each core can consume up to 30 W. Thus, it seems
that each per-core VR needs only to support up to 30 W.
However, for example, when only two out of four cores are
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(a) (b)

Fig. 2. Impact of splitting the chip-wide voltage domain into per-core voltage
domains on the overall VR capacity. (a) All cores are active and consume a
total of 120 W. (b) Only two cores are active.

active due to limited parallelism, the two active cores can run
at higher V/F (e.g., Intel Turbo Boost Technology [3]) without
violating their thermal and power constraints. If the two active
cores consume 40 W at such an operating V/F, the capacity of
each VR needs to be increased to 40 W and the total combined
capacity of all the VRs becomes 160 W.

When the voltage domain is shared, however, a 120 W VR
is still sufficient for such a case; the total power consumption
of two cores running at the turbo mode is a total of 80 W,
which is below the maximum capacity of the VR. Although
it is feasible for only a subset of cores to run in turbo mode,
we cannot increase the VR capacity for only a subset of the
cores. This is because cores are put into turbo mode in a round-
robin fashion to prevent excessive aging of a specific core or
subset of cores, requiring us to provide the capacity for turbo
mode for all the cores. Finally, increasing WID PVs lead to
substantial C2C frequency and power variations [13]. In other
words, some cores consume notably more power than others
due to a high fraction of leakage power in total power (e.g.,
∼30% [14]) and a large variation of the leakage power across
cores. Thus, the per-core VR capacity is determined by such
cores, increasing the overall VR capacity even further.

The increased total power capacity requires larger compo-
nents for VRs and more package pins for power delivery.
Note that form-factor is critical even for server platforms to
maintain high integration density in data centers, and VRs
are the second largest components next to DRAM modules;
VRs occupy 63% more platform area than the CPU, the third
largest component [15]. Furthermore, many commercial chips
are heavily constrained by the available pins; nearly half of
all pins are already dedicated for power delivery and the
increased overall VR capacity requires more pins. Although
the platform and package cost associated with multiple off-
chip VRs can be lowered by using the on-chip switching
VRs [16], integrating the cores and high-quality inductors for
the VRs on the same chip has been also a major technical
challenge for manufacturers, potentially impacting both the
efficiency of the VRs and the yield of dies [17].

III. LDO VRS EXPLOITING SMALL C2C VOLTAGE

VARIATIONS AND PCPG DEVICES

A. C2C Voltage Variations

Fig. 3 shows the maximum voltage difference between
cores for the “Per-Core V/F” case in Fig. 1 is less than

or equal to 100 mV for at least 90% of the execution
intervals in most applications where the voltage change is
restricted to increments of 50 mV. We also observe sim-
ilar statistics for the “Per-Core V/F + WID PV” case.
In other words, the maximum voltage difference between cores
in a processor with per-core V/F domains is not large at each
execution interval. In such a case, the power loss by LDO
VRs can be lower than the switching VRs when a proper VI

value for LDO VRs is selected to minimize the difference
between the VI value and the VO values across cores, as
briefly discussed in Section I. Furthermore, an LDO VR can be
implemented very cost-effectively since: 1) it does not require
a large inductor and/or capacitor [18] and 2) it can share
its largest component (i.e., the output device) with a PCPG
device.

B. PCPG-Based LDO VRs

PCPG devices are provided for most commercial multicore
processors to reduce standby leakage power of idle cores. In
active state, a PCPG device incurs a slight voltage drop across
it (i.e., between the supply voltage and the actual voltage
applied to the core). The voltage drop is inversely proportional
to the size (i.e., total transistor width) of the PCPG device for
a given amount of total current (dynamic + leakage) drawn
by the core. In fact, the voltage applied to the core can be
modulated by controlling the effective width (i.e., resistance)
of the PCPG device [19].

A PCPG device, which is implemented with many parallel
transistors and on/off signal buffers, is similar to the largest
component (i.e., the output device between VI and VO )
of a typical LDO VR, as illustrated in Fig. 4(a). In other
words, an LDO VR can be implemented by a PCPG device
augmented with feedback control circuitry composed of an
error amplifier, an analog-to-digital converter, and a reference
voltage generator; it was reported that the output device and
its buffers, both of which can be shared with a PCPG device,
accounted for 83% of the total LDO VR area [18]. Since
a PCPG device consumes 5%–10% of a core’s area [5], we
estimate that the extra overhead due to the feedback control
circuitry to implement the LDO VR is less than 2% of the
core’s area. In contrast, the on-chip switching VRs require a
large inductor and/or capacitor. As a result, a switching VR
has at least four times larger chip area than a comparable
LDO VR [20]. Furthermore, LDO VRs can provide faster
transient responses than the switching VRs [21] and, unlike the
switching VRs, they do not inject the switching noise in the
substrate. This is desirable for the operation of highly sensitive
mixed signal circuits.

Fig. 4(b) shows two different approaches to distribute supply
voltages to an eight-core processor with per-core V/F domains.
Both approaches use a first-stage off-chip VR to convert 5 V
to an intermediate voltage level, VI of the on-chip per-core
VRs; we cannot supply 5 V for the on-chip switching VRs
directly due to the oxide-reliability of nanoscale transistors
implementing both VRs and cores. This voltage is further
down converted using the on-chip per-core VRs to the voltage
(VO [i ]) required by core i . The arrangement on the left uses
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Fig. 3. Fraction of execution intervals exhibiting equal to or less than 50 mV, equal to 100 mV, and equal to or larger than 150-mV voltage differences
between cores for the “Per-Core V/F” case presented in Fig. 1.

(a) (b)

Fig. 4. (a) A typical LDO VR architecture; the image is reproduced from [18]. (b) An example of VI and VO ranges of LDO VRs in the left and switching
VRs denoted by SVRs in the right for supporting per-core voltage domains; for illustration purposes, we ignore the default voltage drop of the LDO VRs due
to the small resistance of the fully turned-on PCPG devices in the figure. “C[i]” in (b) denotes core i.

LDO VRs (i.e., PCPG devices augmented with the feedback
control circuitry to implement LDO VRs). The efficiency of
an LDO VR is a function of its VO/VI ratio.

When the voltages demanded by individual cores are
restricted to a limited range (e.g., within 100 mV of one
another), a high VO/VI ratio can be achieved for all the
cores by adjusting the VO of the first stage (i.e., VI of the
second stage) such that it is sufficient to provide the highest
VO demanded by any of cores. Thus, a processor adopting
per-core LDO VRs can be tuned to achieve high efficiency
by jointly optimizing both their VI and VO . The arrangement
on the right uses the per-core on-chip switching VRs to
provide the necessary core voltage. A switching VR uses two
active devices, an inductor and a capacitor, to provide high
voltage conversion efficiency across a wide range of values of
VO . This efficiency is primarily determined by the switching
losses in the active devices and their conduction losses. The
VI value for the switching VRs is fixed to 1.05 V in this
example.

C. Efficiency Comparison: LDO Versus Switching VRs

Fig. 5 compares the efficiency of a switching VR with that
of an LDO VR (the on-chip second stage only in (a) and both

the off- and on-chip stages in (b), respectively). The efficiency
of the LDO VRs is higher than that of the switching VRs when
VI –VO is small (or VO/VI is high), but it becomes lower
as VI –VO increases (or VO/VI decreases). If VI –VO is more
than 100 mV, the efficiency of LDO VRs usually is lower than
that of switching VRs, as shown in Fig. 5(a). We model the
efficiencies of both switching and LDO VRs assuming that
each core consumes the maximum allowed current for each
operating voltage. To measure the maximum efficiency of the
switching VR at each operating point (i.e., voltage/current),
we search for and activate the optimal number of phases out
of eight available phases for a given voltage/current; Table I
summarizes the key design parameters of various VR stages
described in this paper.

The off-chip switching VR efficiency computation is based
on [22] with VI fixed at 5 V. Off-chip switching VR designs
built with off-the-shelf components typically have very high
efficiencies (> 90%) due to a low-loss high-quality inductor
and capacitor. Their efficiency reaches a maximum value for
a certain load current and then drops with further increase in
current due to an increase in conduction losses. Consequently,
as the on-chip regulator voltage VO for LDO VRs decreases,
the efficiency degrades, and thus the overall efficiency of LDO
VRs becomes slightly lower than that of the switching VRs,
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(a) (b)

Fig. 5. Efficiency comparison between switching and LDO VRs. The efficiency of (a) the on-chip (the second stage) only and (b) both the off- and on-chip
(the first and second stages) are considered.

TABLE I

SUMMARY OF VR DESIGN PARAMETERS

Off-Chip Switching VR On-Chip Switching VR On-Chip LDO VR
VI /VO 5 V/1.05 V to 5 V/0.85 V 1.05 V/0.95 V to 1.05/0.7 V 0.95 V/0.7 V to 0.7 V/0.95 V

Technology N/A 32 nm 32 nm
fsw 300 KHz 100 MHz N/A

L/phase 360 nH (rL = 0.5 m�) 63.5 nH (Q = 20 @100 MHz) N/A
No. of Phases 6 8 N/A

as plotted in Fig. 5(b). The efficiency of an LDO can be
calculated as

ηL DO = VO · IO

VO · IO + (VI − VO) · IO + Vbias · IQ
(1)

where IQ is the quiescent current of the LDO and Vbias

is the biasing voltage for the reference and feedback
control circuitry. A steady analog Vbias = 0.9 V generated
on chip from the variable VI is assumed in this paper. The
current efficiency of a typical LDO VR is defined by [23] as

ηI = IO

IO + IQ
(2)

where ηI is a measure of the power loss in the control and
biasing circuitry of the LDO. On-chip LDO designs with
current efficiencies in the range of 95%–99% have been
reported. The LDO efficiency is computed assuming a current
efficiency of 97% at IO corresponding to 120 W/0.9 V [18].

The efficiency of the switching VRs with an integrated
inductor was modeled for different CMOS technology gen-
erations in [24]. The efficiency is mainly a function of the
inductor Q factor. An inductor in a CMOS process is made
from the available metal layers, and it attains low Q val-
ues for realistic dimensions due to the substrate losses and
frequency-dependent conduction losses. It was shown that a
fully monolithic switching VR achieves ∼62% efficiency with
on-die inductors in 90-nm CMOS [24]. Such low efficiency
is not acceptable considering the performance benefit that
can be brought by per-core voltage domains under a power
constraint. The efficiency can be improved by using alternate
inductor technologies with high Q. This may include inductors

with magnetic materials compatible with a CMOS process
or inductors mounted externally on the package while only
the active devices are integrated on die [16]. A switching VR
with 80%–87% efficiency with integrated active devices and
on-package inductors (Q = 20) was demonstrated [16].

Our efficiency analysis assumes a 32-nm CMOS process
with inductor (Q = 20 @ 100 MHz) similar to [16], since
switching VR with an on-die inductor exhibits poor efficiency;
on-package inductors incur packaging design and integration
issues, but we will not discuss them in detail in this paper.
The design is optimized to achieve a conversion ratio of
1.05 V/0.9 V at a load current of 16.67 A per core (correspond-
ing to total of 120 W for eight cores at 0.9 V) with an effi-
ciency of 88%. An eight-phase topology is used with 63.5 nH
inductance per phase. As VO and load current are reduced, the
efficiency of the switching VRs decreases monotonically. This
is because the switching loss constitutes a higher percentage
of the output power as the VO value reduces. The efficiency
is strongly dependent on the operating point at which the
switching VR design is optimized. For a design optimized for
higher VO , the efficiency at low output voltage drops more
rapidly compared to a design optimized for lower VO [24].
In Fig. 5(a), the on-chip switching VRs are optimally designed
for VO = 0.8 V.

IV. EVALUATION

A. DVFS Algorithms for MIPS3/W Comparison

The key objective of this section is to evaluate the effec-
tiveness of the LDO VRs derived from PCPG devices.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

6 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS

TABLE II

SUMMARY OF DVFS ALGORITHMS EXPLORED IN THIS STUDY

Algorithms Voltage
Domain

Frequency
Domain

Process
Variation

Aware

Thread
Migration

Off-Chip
VR VO

On-Chip VR Constraint

ShV/F Shared Shared No No Varying N/A VO1 = VO2 = · · · = VO N

SeV/F

Separate Separate
No No

Fixed SVRSeV/F(PV) Yes No

SeV/F(PV/TM) Yes Yes

LDOSeV/F
Virtually
Separate

Separate
No No

Varying LDO VR VI − VOi ≤ 100 mVLDOSeV/F(PV) Yes No

LDOSeV/F(PV/TM) Yes Yes

Notes: “Sh,” “Se,” “PV,” and “TM” denote “Shared,” “Separate,” “Process Variation,” and “Thread Migration,” respectively.

Thus, we can use various per-core DVFS algorithms optimized
for high-performance multicore processors including the algo-
rithms exploiting: 1) C2C frequency and power variations
and 2) thread migrations (TMs) [8]. For the evaluation, we
adopt an integer linear programming (ILP) method for the
DVFS algorithms. The ILP formulation is similar to the one
used in [7], which aims to minimize the power consumption
of a multicore processor for a given performance constraint.
We modify the formulation to search for the optimal VO for
each core to maximize MIPS under a power constraint at each
DVFS interval, which comprised ten million instructions, as
follows.
Objective:

maximize

⎛
⎝

N∑
i=1

MIPSi =
N∑

i=1

M∑
j=1

IPCi , ·Fij · xi j

⎞
⎠ . (3)

Constraints:
N∑

i=1

M∑
j=1

Pij · xi j ≤ Ptotmax and
N∑

i=1

M∑
j=1

xi j ≤ N

s.t. ∃i :
M∑

j=1

xi j = 1 (4)

where N is the number of cores; M is the number of VO

steps supported by a DVFS algorithm; MIPSi and IPCi are
the MIPS and IPC of core i ; Fij is the frequency of core
i at voltage level j ; xi j corresponds to one bit of an M-bit
binary variable for core i that is guaranteed to assign core
i to only one of M possible V/F states; Pij is the power
consumption of core i , which is a function of VO [i ]; Ptotmax

is the allowed total power consumption of the processor; and
(4) is the constraint, respectively. In (4), the second constraint
is to enforce one VO selection for each core. The VI for all
LDO VRs is determined by taking the maximum value among
VO [1], VO [2], . . . , and VO [N].

As discussed in [8], this algorithm requires manufacturers
to store per-core frequency and power values at each voltage
level for DVFS algorithms to exploit C2C frequency and
power variations. These values can be characterized by the
manufacturer and stored, along with many other processor-
tuning parameters, in a nonvolatile memory of the processor.
Like other DVFS algorithms, we also need to predict workload

characteristics like the IPC of each thread to assign a proper
V/F to each core for the next DVFS interval. Although we
can use various methods to predict the IPC of the next interval
based on the current IPC, we assume that the IPC value of each
thread at every interval is known in advance (as with an oracle
method). This is to isolate the impact of the IPC prediction
from the MIPS3/W results so that we can fairly compare the
efficacy of the two different VR schemes. Finally, we adopt
a simple scheme for the TM technique; we assign threads to
cores one-to-one in the order of IPC and frequency values.
For example, the thread with the highest IPC is assigned to
the core with the highest frequency at a given voltage (i.e., the
fastest core considering C2C frequency variations). Table II
summarizes the DVFS algorithms explored in this paper and
constraints for specific algorithms. Our baseline processor has
a single V/F domain using an off-chip VR (i.e., ShV/F).

B. Architecture Simulation Environment

Our processor configuration contains eight cores. Each core
is four-wide with 32-kB private L1 caches and a shared
512-kB L2 cache. The cores are connected to each other using
crossbar switches. We evaluate different DVFS algorithms
using a full-system cycle-level simulator, GEMS [11], after
we modify GEMS to support per-core frequency domains
and TM that requires L1 cache flushing. We evaluate four
commercial applications (Apache, JBB, OLTP, and Zeus), six
SPEC OMP V3.2 benchmarks (ammp, applu, art, equake,
mgrid, and swim), and four PARSEC benchmarks (swaptions,
x264, fluidanimate, and blackscholes) [10]. In addition, we
also evaluate five mixes of compute- and memory-bound
SPEC2006 benchmarks (eight copies of bzip2, six copies of
bzip2 and two copies of libquantum, four copies of bzip2 and
four copies of libquantum, two copies of bzip2 and six copies
of libquantum, and eight copies of libquantum denoted by
B8L0, B6L2, B4L4, B2L6, and B0L8, respectively) with the
processor simulation parameters summarized in Table III.

C. Core Frequency and Power Models

Our objective is to maximize the performance for a given
maximum power consumption constraint. Typically, an oper-
ating system (OS) determines V/F of cores based on a given
power management algorithm, but both the OS and VRs
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TABLE III

SUMMARY OF PROCESSOR SIMULATION PARAMETERS

Fetch/Issue/Retire 4/4/4 # of Cores 8

IL1 32kB/4-way/64B 3 cycles Branch Predictor/BTB/RAS YAGS/1K/32

L2 512kB/8-way/64B
10 cycles

DL1 32kB/4-Way/64B 3cycles

Cache Coherency Protocol Directory-based MESI Main Memory
(size/block/page/latency)

DDR3-1.6 GHz
4 GB/64 B/4 kB/7-7-7 -20 ns

# of MSHRs 8 Write-buffer entries 16

cannot track and respond to instantaneous changes of power
consumption. Thus, the OS must conservatively assume the
power consumption of cores at each given operating V/F and
guarantee that the entire chip does not exceed its maximum
power consumption, if it aims to optimize performance without
violating a power constraint at any given moment.

To model the maximum power consumption of cores, we
assume that: 1) the total maximum power consumption of
eight-cores is 120 W and 2) 30% of the total power is
active leakage [14], [25] at 0.9 V. Each core has its own
shared L2 cache that shares the V/F domain with the core.
Thus, we assume that the L2 power scales with the core
power consumption. The power consumption of I/O and other
peripheral components including on-chip interconnects, which
are tied to other separate fixed V/F domains, is not included
in our analysis since it can be regarded as a fixed power cost
for all the cases we explore in this paper; I/O and on-chip
interconnects are responsible for ∼15% of the total power in
Niagara 2 [25].

Due to WID C2C frequency and leakage power variations,
the power consumption of each core differs. To analyze the
impact of WID PVs on the frequency and leakage power
consumption of each core, we first generate 100 variation maps
for the threshold voltage (Vth) and effective channel length
(Lef f ) of transistors in a die and characterize frequency and
power consumption by following the methodology presented
in [13]: WID correlation distance coefficient φ = 0.5 and
WID Vth and Le f f variations σsys = 6.4% and 3.2% of the
nominal Vth and Le f f values, respectively. We apply the Vth

and Le f f values of each grid point to an FO4 inverter chain and
a dummy circuit—which is composed of 50% inverters, 30%
NAND gates, and 20% NOR gates—to obtain the frequency
and leakage power scaling factors of each grid, respectively;
NAND and NOR gates in a dummy circuit can have up to four
inputs and their inputs are assigned randomly with either one
or zero.

Second, we measure the frequency and leakage scaling
factors of each grid point at 0.95 to 0.7 V using a 32-nm
technology model and SPICE. We assume that the frequency
of each core is determined by the slowest grid point in the
core [13] and the frequency of the slowest core is 3.2 GHz
at 0.9 V. Then, each core’s maximum dynamic power con-
sumption at 0.9 V is (Fi/

∑N
j=1 Fj ) · 120 W · 0.7 where Fi

and Fj are the frequencies of cores i and j , and N is the
number of cores. With the known frequency, voltage, and
dynamic power values, we can calculate the maximum core-
switching capacitance (i.e., Cdyn). This allows us to calculate

the dynamic power at any given V/F. The leakage power of
each grid point is scaled such that the sum of the leakage
power from all grid points in a die is equal to 30% of 120 W
at 0.9 V. The sum of the scaled leakage power from all the
grid points belonging to a particular core becomes the core’s
leakage power.

Finally, we allow some cores to run at V/F higher than
0.9 V/3.2 GHz as long as the total power constraint is satisfied;
this is possible when other cores run at V/F lower than
0.9 V/3.2 GHz. Since all cores in our baseline processor run
at the same frequency, the dynamic power consumption of the
processor is lower than when other processors use per-core V/F
domains. Thus, we increase the V/F of the processor until 120
W is fully used (i.e., 0.9125 V and 3.3 GHz).

Note that C2C frequency and power variations change
across different dies. However, for our analyses, we pick a
typical die map from the 100 generated maps because a large
amount of simulation time is required to repeat the same
experiment for hundreds of die maps. Thus, the MIPS3/W
results, which exploit C2C frequency and leakage power
variations, represent the value close to the median value of
the 100 die maps. Table IV tabulates the frequency and power
consumption of each core as function of VO [i ]. For each core
the frequency (GHz) and power (Watts) are given in the left
and right columns, respectively.

D. MIPS3/W Comparison

1) Impact of Limiting VI –VO Range on MIPS3/W: Fig. 6
compares MIPS3/W of eight-core processors using an on-
chip LDO and switching VRs. In this experiment, we do not
include the power consumption (i.e., power loss) by both on-
and off-chip VRs when we calculate MIPS3/W to observe the
impact of constraining the VO range of LDO VRs. Although
WID C2C PV is not exploited and the TM technique is
not applied, the MIPS3/W difference between LDOSeV/F
and SeV/F is around 2% (3% versus 5% improvement over
ShV/F) on average (i.e., geometric mean). However, when
WID C2C PV is exploited, the MIPS3/W difference between
the processors using the LDO and switching VRs becomes
1% (14% versus 15% improvement over ShV/F) on average.
Finally, the MIPS3/W difference between the two schemes
leads to a 3% difference (22% versus 25% improvement over
ShV/F) on average when both the TM technique is applied
and WID C2C PVs are incorporated with the DVFS algo-
rithms. Finally, exploiting C2C frequency/power variations
and TMs can mitigate the potential limitation of LDO VRs
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TABLE IV

SUMMARY OF FREQUENCY AND POWER CONSUMPTION OF EACH CORE AS A FUNCTION OF VO [i]

VO [i] Core 1 Core 2 Core 3 Core 4 Core 5 Core 6 Core 7 Core 8

0.95 V 3.6 15.9 3.8 17.9 4.4 18.2 3.9 16.9 3.8 17.2 4.1 19.3 4.4 29.1 4.1 19.7

0.90 V 3.2 12.5 3.4 14.0 4.0 14.5 3.5 13.3 3.4 13.5 3.7 15.1 4.0 22.0 3.7 15.3

0.85 V 2.8 9.6 3.0 10.8 3.5 11.3 3.0 10.2 3.0 10.4 3.3 11.7 3.5 16.6 3.3 11.8

0.80 V 2.4 7.2 2.5 8.1 3.1 8.6 2.6 7.7 2.4 7.8 2.8 8.8 3.1 12.3 2.8 8.9

0.75 V 2.0 5.3 2.1 6.0 2.6 6.4 2.2 5.7 2.1 5.7 2.3 6.5 2.6 9.0 2.4 6.6

0.70 V 1.6 3.7 1.7 4.2 2.1 4.6 1.7 4.0 1.7 4.1 1.9 4.6 2.1 6.4 1.9 4.7

Note: For each core, the frequency (GHz) and power (Watts) are given in the left and right columns, respectively.

Fig. 6. MIPS3/W comparison of eight-core processors supported by LDO (algorithms beginning with the LDOSeV/F prefix) and switching VRs (algorithms
beginning with SeV/F). All results are normalized to a processor with ShV/F and do not include the power loss by both the on- and off-chip VRs. Each
interval is comprised of ten million executed instructions.

Fig. 7. MIPS3/W comparison of eight-core processors supported by LDO (algorithms beginning with the LDOSeV/F prefix) and switching VRs (algorithms
beginning with SeV/F) including the power loss by both on- and off-chip VRs. All results are normalized to a processor with ShV/F and include the power
loss by the off-chip VR. Each interval is composed of ten million executed instructions.

and its relative benefit can be higher for processors using
LDO VRs.

2) Impact of VR Efficiency on MIPS3/W: Fig. 7 compares
MIPS3/W of eight-core processors using the on-chip LDO
and switching VRs when the power loss by both on- and
off-chip VRs are accounted for. When the processors with
LDOSeV/F and SeV/F do not exploit WID PVs, they exhibit
worse MIPS3/W than the processor with ShV/F, which
uses only an off-chip VR for all processor cores. This is
because the power loss by the on-chip VRs completely
negates the benefit of supporting per-core V/F domains for
multithreaded applications. However, per-core V/F domains
allow processors to more effectively exploit WID PVs and
VSeV/F(PV) and SeV/F(PV) can provide 6% and 4% higher
MIPS3/W than ShV/F on average. Furthermore, when the TM

technique is also applied, LDOSeV/F(PV/TM) and
SeV/F(PV/TM) can provide 13% and 12% higher MIPS3/W
than ShV/F on average.

We observe that the processor using LDO VRs exhibits
higher MIPS3/W than the one using switching VR in Fig. 7.
This is the opposite of the trend shown in Fig. 6, where
the power loss by VRs was not considered in computing
MIPS3/W and the MIPS3/W of the processor using LDO VRs
was lower than the one using the switching VRs. This is
mainly due to small C2C voltage variations in multithreaded
applications, which allows LDO VRs to provide voltages with
higher efficiency than that by the switching VRs, as shown in
Fig. 5(b).

Note that LDOSeV/F and SeV/F (i.e., per-core V/F
domains) lead to a much higher MIPS3/W improvement for
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(a) (c)(b)

Fig. 8. MIPS3/W comparison of eight-core processors supported by LDO (algorithms beginning with the LDOSeV/F prefix) and switching VRs (algorithms
beginning with SeV/F). The power loss by on- and off-chip VRs (a) is not included and (b) is included. The VI –VO constraint is removed for LDO VRs in
(c) while the power loss by on- and off-chip VRs is accounted for.

most SPEC OMP benchmarks than most commercial appli-
cations and PARSEC benchmarks. This is because all the
threads of the commercial applications and PARSEC bench-
marks exhibit very similar behavior in both computations and
synchronizations. As a result, cores running these threads
require similar performance at each execution interval. For
example, most SPEC OMP benchmark have much longer
parallel loops than most PARSEC benchmarks, leading to
more diverse behavior in each execution interval because they
are more likely running different sections of parallel loops.

3) Impact of the DVFS Interval Period on MIPS3/W:
The interval period for applying a DVFS algorithm also
impacts the efficacy of DVFS. In theory, a shorter DVFS
interval can capture more C2C IPC variations, resulting in
more C2C voltage variations. This may negatively affect the
efficacy of the proposed technique that exploits small C2C
voltage variations. To analyze the impact of the DVFS interval
period on MIPS3/W, we reduce the DVFS interval period
to every five million instructions. The MIPS3/W values for
both LDOSeV/F(PV/TM) and SeV/F(PV/TM) increase, but
the relative difference between them remains almost the same.
Note that we do not evaluate more aggressive DVFS interval
periods because the following factors prohibit the use of a very
short DVFS interval: 1) the computational overhead of the
DVFS algorithm; 2) the phase-locked loop (PLL) re-locking
time for a frequency change [26]; and 3) the VR efficiency
degradation during VO transitions [27].

4) Multiprogram Environment: A processor executing mul-
tiple applications can exhibit more substantial C2C IPC varia-
tions than one running multithreaded applications, depending
on the mix and characteristics of applications. Consequently,
supporting a wider range of VO values using the switching
VRs may lead to higher MIPS3/W than using LDO VRs
under a specified power constraint. Fig. 8 shows the MIPS3/W
comparison between two processors using on-chip switching
and LDO VRs when running five mixes of memory- and
compute-bound applications; we run the mixes of applications
(not in isolation) using the multicore simulator to accurately
model the interaction between applications.

When the power loss by both off- and on-chip VRs is
not considered, a processor with per-core V/F domains using

either on-chip switching or LDO VRs exhibits much higher
MIPS3/W than one using a single V/F domain for B6L2,
B4L4, and B2L6 in Fig. 8(a), thereby signifying the impor-
tance of supporting per-core V/F domains for such an envi-
ronment. This is because these mixes of applications present
much higher C2C IPC variations than the multithreaded
applications in general. For example, LDOSeV/F(PV/TM) and
SeV/F(PV/TM) can provide 34% and 55% higher MIPS3/W
than ShV/F on average.

The processor that supports per-core V/F domains using
LDO VRs provides substantially higher MIPS3/W than the
one that provides a single V/F domain using an off-chip
VR, but 16% lower MIPS3/W than the one using the
switching VRs. This is a notable MIPS3/W difference com-
pared to the multithreaded environment evaluated in Fig. 6.
However, this does not imply that the processor using LDO
VRs is inferior to the one using the switching VRs. When
the power loss by both the on- and off-chip VRs is con-
sidered, as shown in Fig. 8(b), LDOSeV/F(PV/TM) and
SeV/F(PV/TM) can yield 24% and 39% higher MIPS3/W than
ShV/F on average. LDOSeV/F(PV/TM) still results in lower
MIPS3/W than SeV/F(PV/TM), yet the difference between
LDOSeV/F(PV/TM) and SeV/F(PV/TM) is reduced from
16% to 12%. This is because the power loss by LDO VRs
is lower than that with the switching VRs in many DVFS
intervals.

In the previous experiments, we limited the difference
between VI –VO to 100 mV. This is because the efficiency of
LDO VRs becomes lower than that of switching VRs once the
voltage difference becomes larger than 100 mV. However, we
observed that forcing such a constraint misses potential power
reduction opportunities that can be achieved by operating cores
at lower V/F. In other words, the benefit of reducing V/F
of cores more can outweigh the lower power efficiency of
LDO VRs operating at VI –VO larger than 100 mV for all
processor cores. Thus, we remove the VI –VO constraint for
the processor using LDO VRs in Fig. 8(c). When VI –VO is
larger than 100 mV, the power loss by LDO VRs is higher
than that of the switching VR. Nonetheless, the power loss
by LDO VRs becomes lower than that of the switching VRs
for the DVFS intervals exhibiting VI –VO less than 100 mV.
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Fig. 9. Hierarchical VR scheme.

Consequently, as long as we have more DVFS intervals with
VI –VO less than 100 mV, the processor using LDO VRs can
lead to higher MIPS3/W than the one using the switching VRs.
Fig. 8(c) shows that LDOSeV/F(PV/TM) exhibits 4% higher
MIPS3/W than SeV/F(PV/TM).

To validate this result, we analyze the fraction of DVFS
intervals exhibiting VI –VO more than 100 mV. For B4L4,
we measure the fraction of DVFS intervals in which
LDO VRs have lower efficiency than the switching VRs
using the V/F and core power consumption traces from
SeV/F(PV/TM). This reveals that the LDO VRs show higher
efficiency than the switching VRs for nearly 60% of the
total DVFS intervals that are experienced by individual
cores.

5) Impact of Removing VI –VO Range Constraint on
MIPS3/W of Multithreaded Applications: After we discover
that limiting VI –VO can negatively impact MIPS3/W, we
re-evaluate the MIPS3/W for multithreaded applications after
removing the VI –VO constraint. Although WID C2C PVs are
not exploited and the TM technique is not applied, LDOSeV/F
provides 4% higher average MIPS3/W than SeV/F, while
LDOSeV/F led to slightly lower average MIPS3/W than SeV/F
before removing the VI –VO constraint. When WID C2C PVs
(and TM) are exploited, removing the VI –VO constraint for
LDOSeV/F increases the average MIPS3/W improvement over
ShV/F from 6% to 8% (from 13% to 16%). This suggests that
we should not enforce the VI –VO constraint.

V. DISCUSSION

In this paper, we demonstrated that using LDO VRs can be
effective for multithreaded applications that exhibit a narrow
VI –VO range due to relatively small IPC variations across
cores. However, we also showed that adopting LDO VRs can
provide a significant performance improvement even for the
mixes of applications exhibiting large IPC variations across
cores. In contrast, the cost of on-chip per-core LDO VRs is
much less than that of the on-chip per-core switching VRs.
This is because LDO VRs can share their most expensive
component with PCPG devices, if PCPG devices are already
implemented in the processor, as described in Section III.

However, future processors will have more cores (i.e., many-
core processors) and they can potentially exhibit higher C2C
IPC variations. This may result in a wider VI –VO range and
thus worse MIPS3/W due to poor power conversion efficiency
of LDO VRs for such a case. On the other hand, it may
not be practical to provide a large number of switching
VRs for manycore processors due to the cost; integrating a
high-quality on-chip inductor becomes more challenging with
technology scaling while integrating an on-package inductor
will not be a scalable solution for a larger number of cores
due to physical constraints. In such a case, we propose a
hierarchical VR scheme in which a switching VR provides
a shared voltage domain for a subset (or a cluster) of cores
and LDO VRs provide per-core voltage domains within each
cluster, as illustrated in Fig. 9. This hierarchical power delivery
architecture allows us to support cost-effective per-core volt-
age domains, which can minimize the number of switching
VRs while maximizing the power efficiency of individual
LDO VRs. The detailed evaluation for a hierarchical power
delivery architecture is left as future work.

VI. RELATED WORK

Several researchers have investigated the benefits of the
per-core DVFS for multicore processor. Li et al. [4] ana-
lyzed the performance of per-core DVFS combined with
dynamic core scaling for multicore processors running par-
allel applications. They exploit the observation that parallel
applications with limited problem size do not use all cores
efficiently. Thus, they jointly adjust the number of active
cores and perform per-core DVFS to maximize the perfor-
mance under a power constraint. Kim et al. [7] demon-
strated the potential power reduction opportunities using the
on-chip switching VRs for embedded processors. They also
provided detailed background on the switching VRs using air-
core inductors and an analysis on their efficiency. Recently,
Eyerman et al. [28] also evaluated the benefit of fine-
grain applications of DVFS and proposed a fine-grain
microarchitecture-driven DVFS mechanism. Many researchers
also studied the impact of WID PVs, which lead to C2C
frequency and power variations [8], [29], [30], on the
performance of multicore processors, and proposed DVFS
algorithms that can exploit the C2C frequency and power
variations. Teodorescu et al. [8] investigated a DVFS algorithm
based on linear programming to maximize the performance of
multicore processors under a power constraint. Their DVFS
algorithm also exploits WID C2C PVs for workload schedul-
ing, as well as power management. Rangan et al. [31] proposed
a thread migration technique to minimize the cost of the
transition time for the VR output voltage. They introduced
voltage domains in which each core operates at a fixed
but different voltage level. If threads require different V/F
levels for power-efficient operations, they migrate to the cores
that can provide an appropriate performance level, instead
of changing the V/F of cores. Dighe et al. [30] analyzed
energy reduction using per-core DVFS and core scaling in
an 80-core processor and design trade-offs of implementing
multiple V/F domains. Their observations clearly support and
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motivate our proposed methods. They also demonstrated that
energy reduction increases as the number of voltage domains
increases with fewer cores per domain and as the voltage
step resolution increases; they briefly compared three methods
to vary the core voltage. While an independent collapsible
voltage rail controlled by an off-chip VR avoids chip design
complexity and energy overhead of a sleep transistor, its ben-
efits diminish rapidly for high-performance targets as shown
in [30]. Truong et al. [32] demonstrated a 167-core processor
with per-core V/F control. Their processor is limited to two
discrete voltage levels implemented as two separate global
power grids and utilizes power switches to connect a core to
one of the grids. This method trades voltage scaling granularity
with the complexity of implementing multiple global power
grids.

VII. CONCLUSION

In this paper, we propose a cost-effective technique to
support per-core voltage domains for high-performance mul-
ticore processors. We demonstrate that existing PCPG devices
augmented with a small amount of circuitry can operate as
low-cost LDO VRs. Unlike on-chip switching VRs, LDO
VRs do not require inductors that pose a major technical
challenge for the on-chip integration. However, the power
efficiency of LDO VRs degrades as the difference between
VI and VO increases. Consequently, multicore processors
using LDO VRs may have lower performance/power efficiency
than multicore processors using the switching VRs, when
cores require quite different voltage levels for performance
optimization. However, our experiments show that C2C volt-
ages variations are relatively small when the V/F of each
core is optimized to maximize performance under a power
constraint. After modeling the power efficiency of both the
LDO and switching VRs using a 32-nm technology, we show
that the MIPS3/W of an eight-core processor using LDO VRs
is slightly higher than that of a processor using the switching
VRs. This is because the efficiency of LDO VRs is higher than
that of the switching VRs for small C2C voltage variations
exhibited in most DVFS intervals.
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