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Introduction

* Pipelining
— Comes from the idea of a water pipe: continue sending water without
waiting the water in the pipe to be out

:@> water pipe >:>

— leads to a reduction in the critical path

— Either increases the clock speed (or sampling speed) or reduces the power
consumption at same speed in a DSP system

» Parallel Processing
— Multiple outputs are computed in parallel in a clock period
— The effective sampling speed is increased by the level of parallelism
— Can also be used to reduce the power consumption
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Introduction (cont’d)

 Example 1: Consider a 3-tap FIR filter: y(n)=ax(n)+bx(n-1)+cx(n-2)

x(n) D x(n-1) R

x(n-2)

D

T,, - multiplication —time
’ ° c T,:  Addition —time
y(n)

U U
— The critical path (or the minimum time required for processing a new

sample) is limited by 1 multiply and 2 add times. Thus, the “sample period”
(or the “sample frequency” ) is given by:

T > T, + 2T,

sample < 1
T, + 2T,

sample

f
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Introduction (cont’d)

— If some real-time application requires a faster input rate (sample rate),
then this direct-form structure cannot be used! In this case, the critical
path can be reduced by either pipelining or parallel processing.

» Pipelining: reduce the effective critical path by introducing pipelining latches
along the critical data path

« Parallel Processing: increases the sampling rate by replicating hardware so
that several inputs can be processed in parallel and several outputs can be
produced at the same time

« Examples of Pipelining and Parallel Processing
— See the figures on the next page
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Introduction (cont’d)

Example 2

Figure (a): A data path
Figure (b): The 2-level pipelined structure of (a)
Figure (c): The 2-level parallel processing structure of (a)
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Pipelining of FIR Digital Filters

» The pipelined implementation: By introducing 2 additional latches in
Example 1, the critical path is reduced from Tm+2Ta to Tw+Ta. The schedule of
events for this pipelined system is shown in the following table. You can see
that, at any time, 2 consecutive outputs are computed in an interleaved manner.

Clock | Input Node 1 Node 2 Node 3 | Output
0 x(0) | ax(0)+bx(-1) O O O

1 x(1) | ax(1)+bx(0) | ax(0)+bx(-1) cx(-2) y(0)

2 X(2) | ax(2)+bx(1) ax(1)+bx(0) cx(-1) y(1)

3 X(3) | ax(3)+bx(2) ax(2)+bx(1) cx(0) y(2)

x(n)
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Pipelining of FIR Digital Filters (cont’d)

e Ina pipelined system:

— In an M-Ilevel pipelined system, the number of delay elements in any path
from input to output is (M-1) greater than that in the same path in the
original sequential circuit

— Pipelining reduces the critical path, but leads to a penalty in terms of an
increased latency

— Latency: the difference in the availability of the first output data in the
pipelined system and the sequential system

— Two main drawbacks: increase in the number of latches and in system
latency

* Important Notes:

— The speed of a DSP architecture ( or the clock period) is limited by the
longest path between any 2 latches, or between an input and a latch, or
between a latch and an output, or between the input and the output
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Pipelining of FIR Digital Filters (cont’d)

— This longest path or the “critical path” can be reduced by suitably placing
the pipelining latches in the DSP architecture

— The pipelining latches can only be placed across any feed-forward cutset
of the graph

« Two important definitions

— Cutset: a cutset is a set of edges of a graph such that if these edges are
removed from the graph, the graph becomes disjoint

— Feed-forward cutset: a cutset is called a feed-forward cutset if the data
move in the forward direction on all the edge of the cutset

— Example 3: (P.66, Example 3.2.1, see the figures on the next page)

e (1) The critical path is A3 - As — A4 — As, its computation time: 4 u.t.
» (2) Figure (b) is not a valid pipelining because it’s not a feed-forward cutset

» (3) Figure (c) shows 2-stage pipelining, a valid feed-forward cutset. Its critical
path is 2 u.t.
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Pipelining of FIR Digital Filters (cont’d)

Signal-flow graph representation of Cutset
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Pipelining of FIR Digital Filters (cont’d)

» Transposed SFG and Data-broadcast structure of FIR filters
— Transposed SFG of FIR filters

x(n) y(n)

Fr T

— Data broadcast structure of FIR filters

x(n)

C b a

D D y(n)
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Pipelining of FIR Digital Filters (cont’d)

* Fine-Grain Pipelining
— Let Tm=10 units and Ta=2 units. If the multiplier is broken into 2 smaller units
with processing times of 6 units and 4 units, respectively (by placing the latches on
the horizontal cutset across the multiplier), then the desired clock period can be
achieved as (Tm+Ta)/2

— A fine-grain pipelined version of the 3-tap data-broadcast FIR filter is shown
below.

Figure: fine-grain pipelining of FIR filter
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Parallel Processing

» Parallel processing and pipelining techniques are duals each other: if a
computation can be pipelined, it can also be processed in parallel. Both of
them exploit concurrency available in the computation in different ways.

 How to design a Parallel FIR system?
— Consider a single-input single-output (SISO) FIR filter:
o y(n)=a*x(n)+b*x(n-1)+c*x(n-2)
— Convert the SISO system into an MIMO (multiple-input multiple-output)
system in order to obtain a parallel processing structure

» For example, to get a parallel system with 3 inputs per clock cycle (i.e., level
of parallel processing L=3)

y(3K)=a*x(3K)+b*x(3k-1)+c*x(3k-2)
y(3k+1)=a*x(3k+1)+b*x(3K)+c*x(3k-1)
y(3k+2)=a*x(3k+2)+b*x(3k+1)+c*x(3k)
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Parallel Processing (cont’d)

— Parallel processing system is also called block processing, and the number
of inputs processed in a clock cycle is referred to as the block size

X(3Kk) y(3Kk)
—> —>
0, gigo PO ) T MiIMO R
X(3k+2) y(3k+2)
—p —>
Sequential System 3-Parallel System

— In this parallel processing system, at the k-th clock cycle, 3 inputs x(3k),
X(3k+1) and x(3K+2) are processed and 3 samples y(3k), y(3k+1) and
y(3k+2) are generated at the output

* Note 1: Inthe MIMO structure, placing a latch at any line produces an
effective delay of L clock cycles at the sample rate (L: the block size). So,
each delay element is referred to as a block delay (also referred to as L-slow)

Chap. 3 14



Parallel Processing (cont’d)

— For example:

When block size is 2, 1 delay element = 2 sampling delays
X(2k) X(2k-2)
—> —>

D

When block size is 10, 1 delay element = 10 sampling delays
X(10K) X (10k-10)
—

— D
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Parallel Processing (cont’d)

Figure: Parallel processing architecture for a 3-tap FIR filter with block size 3
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Parallel Processing (cont’d)

e Note 2: The critical path of the block (or parallel) processing system remains
unchanged. But since 3 samples are processed in 1 (not 3) clock cycle, the
iteration (or sample) period is given by the following equations:

T >T, +2T,

clock

— T —_ Tclock > TM + 2TA

sample L 3

T

iteration

— So, it is important to understand that in a parallel system Tsample Z Tclock, Whereas in
a pipelined system Tsample = Teclock

« Example: A complete parallel processing system with block size 4 (including
serial-to-parallel and parallel-to-serial converters) (also see P.72, Fig. 3.11)
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Parallel Processing (cont’d)

» A serial-to-parallel converter
Sample Period T/4

x(n)

x(4k+3)  x(4k+2)  x(4k+1)

» A parallel-to-serial converter
y(4k+3) y(4k+2) y(4k+1)

y(4k)
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Parallel Processing (cont’d)

* Why use parallel processing when pipelining can be used equally well?

— Consider the following chip set, when the critical path is less than the 1/0
bound (output-pad delay plus input-pad delay and the wire delay between
the two chips), we say this system is communication bounded

— So, we know that pipelining can be used only to the extent such that the
critical path computation time is limited by the communication (or 1/O)
bound. Once this is reached, pipelining can no longer increase the speed

Chip 1 Chip 2
Tcommunication i
output > Input
pad pad
Tcomputatio n
<
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Parallel Processing (cont’d)

Chap. 3

So, in such cases, pipelining can be combined with parallel processing to
further increase the speed of the DSP system

By combining parallel processing (block size: L) and pipelining
(pipelining stage: M), the sample period can be reduce to:

T T

— T — clock
sample L D\/'

Example: (p.73, Fig.3.15 ) Pipelining plus parallel processing Example
(see the next page)

Parallel processing can also be used for reduction of power consumption
while using slow clocks

iteration

20



Parallel Processing (cont’d)

Example:Combined fine-grain pipelining and parallel processing
for 3-tap FIR filter
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Pipelining and Parallel Processing for Low Power

« Two main advantages of using pipelining and parallel processing:
— Higher speed and Lower power consumption

* When sample speed does not need to be increased, these techniques
can be used for lowering the power consumption

« Two important formulas:
— Computing the propagation delay T,, of CMOS circuit

C. arg e V, Ccharge: the capacitance to be
od — > charged or discharged in a
K (Vo - Vt) single clock cycle

— Computing the power consumption in CMOS circuit

2 : .
P — V. [T Ctotal: the total capacitance
CMOS total =0 of the CMOS circuit
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Pipelining and Parallel Processing for Low Power (cont’d)

* Pipelining for Lower Power
— The power consumption in the original sequential FIR filter

— 2 — Tseq: the clock period of the
P =C V. " [T f = ]/ |
0 ] S

seq total eq original sequential FIR filter

— For a M-level pipelined system, its critical path is reduced to 1/M of its
original length, and the capacitance to be charged/discharged in a single
clock cycle is also reduced to 1/M of its original capacitance

— If the same clock speed (clock frequency f) is maintained, only a fraction
(1/M) of the original capacitance is charged/discharged in the same
amount of time. This implies that the supply voltage can be reduced to
BVo (0<[ <1). Hence, the power consumption of the pipelined filter is:

P Ip :Ctotal wz NOZ [f = :82 DPS

pI eq
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Pipelining and Parallel Processing for Low Power (cont’d)

— The power consumption of the pipelined system, compared with the
original system, is reduced by a factor of 5

— How to determine the power consumption reduction factor 3?

» Using the relationship between the propagation delay of the original
filter and the pipelined filter

Sequential (critical path):

Pipelined: (critical path when M=3)

| Tseq | Tseq | Tseq | (l&/o )
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Pipelining and Parallel Processing for Low Power (cont’d)

» The propagation delays of the original sequential filter and the
pipelined FIR filter are:

- Ccharge m/O _ (Ccharge/M ) ngo

Tse — J Ti
k(Y m V) " kK(BV, —V,)*

 Since the same clock speed is maintained in both filters, we get the
equation to solve [3:

M (BV, _Vt)2 = BV, _Vt)2

« Example: Please read textbook for Example 3.4.1 (pp.75)
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Pipelining and Parallel Processing for Low Power (cont’d)

« Parallel Processing for Low Power

— In an L-parallel system, the charging capacitance does not change, but the
total capacitance is increased by L times

— In order to maintain the same sample rate, the clock period of the L-
parallel circuit is increased to LTseq (where Tseq is the propagation delay
of the original sequential circuit).

— This means that the charging capacitance is charged/discharged L times
longer (i.e., LTseq). In other words, the supply voltage can be reduced to
BVo since there is more time to charge the same capacitance

— How to get the power consumption reduction factor (3?

» The propagation delay consideration can again be used to compute 3
(Please see the next page)
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Pipelining and Parallel Processing for Low Power (cont’d)

Sequential(critical path):

seq

Tseq
- 5 ()
Parallel: (critical path when L=3)
| 3T eq |
3T,
— (BY,)
I I

» The propagation delay of the original system is still same, but the
propagation delay of the L-parallel system is given by

— Ccharge DBVO
Hk(BV, - VY)°

Chap. 3

27



Pipelining and Parallel Processing for Low Power (cont’d)

* Hence, we get the following equation to compute f:

L(/BVO _Vt)z — IB(VO _Vt)2

» Once 3 Is computed, the power consumption of the L-parallel system
can be calculated as

f
I:)para = (LC total )( IBVO)2 T - /82 [Pseq

— Examples: Please see the examples (Example 3.4.2 and Example 3.4.3) in
the textbook (pp.77 and pp.80)
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Pipelining and Parallel Processing for Low Power (cont’d)

Figures for Example 3.4.2
 A4-tap FIR filter

o A 2-parallel filter

* An area-efficient 2-parallel filter
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Pipelining and Parallel Processing for Low Power (cont’d)

Figures for Example 3.4.3 (pp.80)

An area-efficient 2-parallel filter and its critical path

g e

; b,
= . o
e 2 —
G—r‘“‘/ ; (=1
h_+ h H h_,+ h
= Loty = 3
) RN W 2loa 1
+ i = .
e A =
HZh+13 ——
LI
hl% é "
4+ . A 1=}

Chap. 3

30



Pipelining and Parallel Processing for Low Power (cont’d)

« Combining Pipelining and Parallel Processing for Lower Power

— Pipelining and parallel processing can be combined for lower power
consumption: pipelining reduces the capacitance to be charged/discharged
in 1 clock period, while parallel processing increases the clock period for
charging/discharging the original capacitance

o 3r 3T

T [ [ |

| B R
o 3r 3T

@ T N

Figure: (a) Charge/discharge of entire capacitance in clock period T
(b) Charge/discharge of capacitance in clock period 3T using a
3-parallel 2-pipelined FIR filter

Chap. 3 31



Pipelining and Parallel Processing for Low Power (cont’d)

— The propagation delay of the L-parallel M-pipelined filter is obtained as:
— (Cch arg e/M )DBVO — L ECcharg e WO

" k(ﬁvo_vt)z k(\/o_vt)2

— Finally, we can obtain the following equation to compute 3

LM OBV, =V,)* = B(V, = V)’

— Example: please see the example in the textbook (pp.82)
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